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ABSTRACT 

 

            This dissertation presents several novel accomplishments in the research area of Wireless 

Body Area Networks (WBANs), including in vivo channel characterization, optimization and 

game theoretical approaches for energy efficiency in WBANs. 

            First, we performed the in vivo path loss simulations with HFSS human body model, built 

a phenomenological model for the distance and frequency dependent path loss, and also 

investigated angle dependent path loss of the in vivo wireless channel. Simulation data is produced 

in the range of 0.4−6 GHz for frequency, a wide range of distance and different angles. Based on 

the measurements, we produce mathematical models for in body, on body and out of body regions. 

The results show that our proposed models fit well with the simulated data. Based on our research, 

a comparison of in vivo and ex vivo channels is summarized. 

            Next, we proposed two algorithms for energy efficiency optimization in WBANs and 

evaluated their performance. In the next generation wireless networks, where devices and sensors 

are heterogeneous and coexist in the same geographical area creating possible collisions and 

interference to each other, the battery power needs to be efficiently used. The first algorithm, 

Cross-Layer Optimization for Energy Efficiency (CLOEE), enables us to carry out a cross-layer 

resource allocation that addresses the rate and reliability trade-off in the PHY, as well as the frame 

size optimization and transmission efficiency for the MAC layer. The second algorithm, Energy 

Efficiency Optimization of Channel Access Probabilities (EECAP), studies the case where the 

nodes access the medium in a probabilistic manner and jointly determines the optimal access 
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probability and payload frame size for each node. These two algorithms address the problem from 

an optimization perspective and they are both computationally efficient and extensible to 5G/IoT 

networks. 

            Finally, in order to switch from a centralized method to a distributed optimization method, 

we study the energy efficiency optimization problem from a game theoretical point of view. We 

created a game theoretical model for energy efficiency in WBANs and investigated its best 

response and Nash Equilibrium of the single stage, non-cooperative game. Our results show that 

cooperation is necessary for efficiency of the entire system. Then we used two approaches, 

Correlated Equilibrium and Repeated Game, to improve the overall efficiency and enable some 

level of cooperation in the game.
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CHAPTER 1. INTRODUCTION1 

 

1.1 Wireless Body Area Networks (WBANs) 

            Wireless communication for biomedical applications and technologies is a research area 

that has seen a significant increase in attention in recent years. The wireless body area network 

(WBAN) [1], [2] IEEE 802.15 Task Group 6 studied the devices and technologies on, in or around 

the human body for various kinds of applications such as healthcare and entertainment. 

            According to IEEE 802.15.6 standard [3], the available frequency bands for WBAN 

include Medical Implant Communications Service (MICS), Wireless Medical Telemetry Services 

(WMTS),  Industrial, Scientific and Medical (ISM). The MICS (402-405 MHz) [4] is a low power 

and unlicensed band which supports diagnostic or therapeutic functions associated with implanted 

medical devices and applications. The WMTS is used for medical telemetry system and has several 

scattered bands within the range of 420 MHz to 1.4 GHz. Unlike MICS and WMTS, the ISM band 

[5] supports high data rate and also has different bands such as 2.4 GHz, 5.8 GHz and up to 245 

GHz. Besides these narrow bands, there is also an Ultra Wideband (UWB) available, which ranges 

from 3.1 GHz to 10.6 GHz [6]. 

1.2 In Vivo Communications and Networking 

            Our main research focus is in vivo wireless communications, which means the study of 

wireless communication with implanted nodes inside the human body. It is an interesting and 

                                                           
1 This chapter was published in [21]. Permissions are included in Appendix A. 
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promising area for its usefulness in bio-medical applications such as Minimally Invasive Surgery 

(MIS). Modeling the in vivo channel is fundamental research that moves forward the other research

 topics. In practice, it is necessary to explore and understand the effects of using different types of 

antennas and choose the appropriate kind of antenna for specific scenario. When it comes to the 

system level, we demonstrate that higher data rates, capacity and better performance can be 

achieved by using MIMO technology. 

            Compared to the research on the communication technologies around and on the human 

body, the research on in vivo wireless communication is still in the early stages. The characteristics 

of the in vivo channel are significantly different than those of classical wireless cellular and Wi-Fi 

systems. 

            Our research on the in vivo wireless communication is ultimately directed towards 

optimizing the in vivo physical layer signal processing, and designing efficient networking 

protocols that ultimately will make possible the deployment of wireless body area networks inside 

the human body. 

            Channel propagation modeling is directed towards creating an empirical mathematical 

formula to characterize the signal propagation and express it as a function of frequency, distance 

and other factors. Using such a developed single model can predict the behavior of propagation of 

all similar links under similar conditions. 

            The traditional wireless propagation models have been investigated for more than 50 years, 

and different kinds of channel models have been established [7]. These classic models have 

provided excellent guidance in designing cellular and WiFi systems, and which has three well-

understood components (path loss, shadow fading, and small scale fading). Although the in vivo 
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environment is different from the cellular environment, the basic principles and methods can be 

still utilized to develop the channel models for WBANs [8]–[15]. 

            In characterizing the in vivo channel, we need to consider the inhomogeneous and very 

lossy nature of the in vivo medium. Furthermore, additional factors need to be taken into account, 

such as near-field effects and highly variable propagation speeds through different organs and 

tissues. 

            For the research on MIMO in vivo, first, the proper design of the in vivo transmit antennas 

is required for reliable and efficient communications in the in vivo environment. Second, we need 

to set up a software platform for the whole MIMO in vivo system (e.g., HFSS [16] and SystemVue 

[17]). Third, the methods to evaluate the performance of the MIMO in vivo system need to be 

investigated. Fourthly, for some cases with limited physical dimensions, the mutual coupling of 

the near-field effect needs to be studied and compensated for in order that the MIMO in vivo system 

properly work. Finally, the capacity of the MIMO in vivo system needs to be investigated. 

            We have presented our primary work in MIMO in vivo in [18], [19]. In these papers, we 

evaluated the performance of the MIMO in vivo system based upon an IEEE 802.11n system model. 

1.3 Energy Efficiency in Wireless Networks 

            A plethora of sensor applications and wearable technologies exists that enable the 

ubiquitous recording and storage of vital health signs. With the advances in, and miniaturization 

of sensors such as implantable medical sensors (i.e., in vivo sensors), health and fitness trackers, 

health monitors, and smart clothing, patients can be monitored without hindering their daily 

activities. In order to address the unique demands of wireless body area networks (WBANs), the 

IEEE 802.15.6 standard finalized in 2012 defines a standard for a short-range, extremely low 

power (also low-duty cycle), and reliable communication to support a variety of applications for 
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medical monitoring and personal entertainment [20]. The IEEE 802.15.6 standardizes three 

physical (PHY) layer methods: narrowband PHY, ultra wideband (UWB) PHY, and human body 

communications PHY. In [21], we are interested in the applications using the UWB PHY instead 

of the narrowband PHY as UWB PHY is more robust to the channel variations and operates at 

very low-power levels for human body applications [22]. 

            The application areas, channel models, standards, recent research efforts, and design 

challenges of WBANs have been studied in numerous surveys, see, e.g., [23]–[25]. Our interest 

here is on the resource allocation for energy efficiency and throughput. 

            In [21], we formulate an energy efficiency maximization problem for the IEEE 802.15.6 

IR-UWB PHY. We propose a cross-layer optimization algorithm for energy efficiency (CLOEE) 

to determine the PHY and MAC layer parameters. Specifically, we focus on the optimal payload 

size and number of pulses per burst. The effects of FEC on the successful packet detection, QoS 

constraints of minimum throughput, and static power consumption in the circuitry are included in 

the formulation. We first prove that the energy efficiency is a quasiconcave function of the frame 

length. Then, we derive closed-form expressions for the optimal frame length that maximizes the 

energy efficiency and throughput, and propose a low-complexity algorithm to determine the 

optimal frame length and number of pulses per burst with constraints. We note that prior work in 

this area has considered either optimization with respect to only one of the parameters and without 

addressing the rate constraints [26]–[28], or when they did, they relied on high complexity integer 

programming solutions for narrowband PHY and no closed-form expressions were obtained [29], 

[30]. In [21], we provide a comprehensive solution to address the shortcomings of the prior work 

and provide insight on determining where the crossovers of these parameters occur in order to 

facilitate real-time link adaptation. 
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1.4 Contributions and Organizations of This Dissertation 

            The contributions presented in this dissertation are directed to investigate the in vivo 

channel characteristics and optimize the energy efficiency in WBANs. 

• In vivo channel characterization: A phenomenological in vivo path loss [in dB] model 

was created based on the data obtained by HFSS human body model [31]. 

Frequency/distance/angle dependent path loss was characterized [32]. A comparison of 

the characteristics for ex vivo and in vivo wireless channels was provided [33], [34]. 

We also obtained the measurements of the channel coefficients for MIMO in vivo. 

• Energy efficiency optimization in WBANs: We created two optimal algorithms, CLOEE 

and EECAP [35], for energy efficiency maximization in IEEE 802.15.6 IR-UWB 

WBANs. In CLOEE, a simple, but yet optimal, algorithm was developed to determine 

the frame sizes and number of pulses per burst. EECAP was created to determine 

optimal channel access probabilities and frame sizes for each node by considering two 

different energy efficiency models. Both algorithms are computationally efficient and 

extendable to 5G/IoT networks. 

• Game theoretical approaches for energy efficiency in WBANs: A game theoretical 

model for energy efficiency in WBANs is created [36]. The best response (the strategy 

that produces the most favorable outcome for a player, taking other players' strategies 

in account) and the Nash Equilibrium (the concept of a non-cooperative game in which 

each player is assumed to know the equilibrium strategies of the other players, and no 

player has anything to gain by changing only his or her own strategy) to the game were 

investigated to show that cooperation is necessary for efficiency of the entire system. 
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Correlated Equilibrium and Repeated Game were designed to improve the overall 

efficiency and enable some level of cooperation in the game. 

            This dissertation is organized as follows. Chapter 2 presents a literature review for the 

different research areas in this dissertation. The approaches and simulation results for in vivo 

channel characterization is given in Chapter 3. Two algorithms, CLOEE and EECAP, for 

optimization of the energy efficiency in WBANs are presented and evaluated in Chapter 4. Several 

game theoretical methods are studied in Chapter 5 for the same energy efficiency maximization 

problem in WBANs. Chapter 6 concludes the dissertation and provides some future research 

directions.
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CHAPTER 2. LITERATURE REVIEW2 

 

2.1 In Vivo Communications and Networking 

            The classic wireless communications channel has been thoroughly investigated since 

Hata’s pioneering modeling in 1980 [37]. For different scenarios, such as urban, suburban and 

rural, the channel models can be built by adding appropriate correction factors based on the Hata 

Model. For wireless network planning, the Standard Propagation Model (SPM) [38] can be used, 

which is also based on the original Hata model. However, the in vivo channel is quite different 

from the classical wireless channel, as explained in Section I, so it is necessary to build a novel 

model for it.

            There has been some research on the channel modeling for WBAN. The IEEE P802.15 

TG6 WBAN channel model provides guidance as to how the channel model should be developed 

for body area networks. For on/around-body channel modeling [12], [13], [39], [40], the data 

required by channel modeling can be gathered by conducting physical experiments to obtain the 

corresponding channel characteristics. For in vivo channel modeling, a phantom or a human body 

model is necessary to be used for measurement. For example, in [41], the authors observed the 

radio frequency (RF) propagation from medical implants inside a human body via a 3D Immersive 

Platform. An in vivo channel model for homogeneous human tissues was developed in [42]. Using 

ingested wireless implants, the authors in [43] performed numerical and experimental 

investigations for biotelemetry radio channels and wave attenuation in human subjects.  

                                                           
2 This chapter was published in [21]. Permissions are included in Appendix A. 
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            Understanding the in vivo wireless channel is critical to advancing many bio-medical and 

other procedures. The authors [44] performed signal strength and channel impulse response 

simulations using an accurate human body model and investigated the variation in signal loss at 

different RF frequencies as a function of position around the human body.  In [45], the maximum 

allowable transmitted power levels for in vivo devices was studied in order to achieve a required  

bit  error  rates (BER) at the external node (receiver) while maintaining the specific absorption rate 

(SAR) under a required threshold. 

            The channel modeling of in vivo channel is in a relatively early stage. Unlike the prior 

research, we consider this problem in three-dimensional space, which is reasonable and necessary 

for the in vivo environment, with the goal of deriving a phenomenological channel model. Also, 

the familiar properties of ex vivo channels need to be investigated for the in vivo channel such as 

shadowing and fading. 

            For in vivo wireless communications, the appropriate design of the implanted antenna is 

critical, because of the limited space and complex medium inside the human body.  

            Several different types of implanted antennas have already been designed. The authors in 

[46] performed a study of two types of implanted antennas --- microstrip antenna and planar 

inverted-F antenna (PIFA). These two types of antennas are not only popular in classical wireless 

communication, but also quite appropriate to work as in vivo antennas because of their small size 

and high radiation efficiency. An antenna that works at 2.4-2.48 GHz ISM band was designed in 

[47] and its dimensions are small enough to meet the requirements of implanted antenna. The 

authors in [47] also designed a similar implanted antenna at the 402-405MHz MICS band in [48]. 

In [49], a PIFA working at MICS band was employed and calculated as the antenna located on the 

surface of the pacemaker since it was able to suppress radiation power toward the inside of the 
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human body. A implantable microstrip patch antenna working at MICS band was designed in [50] 

and the design parameters of the antenna was evaluated by using the finite-difference time-domain 

(FDTD) method. In [51], the authors designed a small-size dual-band implantable antenna for 

continuous glucose-monitoring applications and developed gels mimicking the human skin to test 

the designed antenna in vitro.  

            However, most of the antennas in previous research are omnidirectional antennas and there 

is little research on in vivo directional antennas. Since the wavelength is greatly decreased inside 

the human body and the in-body space is limited, the size of the in vivo antenna is much smaller 

than those in classic wireless environments. The smaller size will result in lower power output of 

the antenna. For high data rate requirements in transmitting image or video, an antenna that works 

at higher frequency and wider bandwidth needs to be developed and tested.  Also, the testing of 

the implanted antenna in most of the prior research was performed using man-made homogenous 

material that is similar to the properties of human body. Therefore, to perform an accurate and 

practical test, a human body model or a phantom is needed. 

            MIMO technology, the use of multiple antennas both in transmitter and receiver, can 

significantly improve the capacity and performance of the communication system in comparison 

to the conventional system with a single antenna. In modern communications systems, the 

combination of MIMO and OFDM technology [52] is extremely popular and takes advantage of 

multipath and materially improves the radio transmission performance. 

            There has been some research that focuses on MIMO in WBANs. There are a few models 

for MIMO systems that can be applied to WBANs. In [53], the authors place the antennas on 

human clothing and analyze the performance of the proposed wearable MIMO systems, which has 

a significantly better performance than the previous system on a handheld platform. The wideband 
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body-to-body radio channel in MIMO systems is investigated in [54] and the authors also present 

several critical characterizations of the channel such as path loss, body shadowing, and small-scale 

fading. 

            The previous research is mostly about evaluating the performance of MIMO systems 

around the human body instead of inside the human body. Our research on MIMO in vivo is 

presented in [18]. We evaluated the performance of MIMO for in vivo environment, using ANSYS 

HFSS [16] and its Human Body Model [55], to determine the maximum data rates that can be 

achieved using a complete OFDM-based communication (IEEE 802.11n) system in SystemVue. 

We analyzed the bit error rate (BER) and symbol error rate (SER) for this MIMO system with one 

pair of antennas placed inside the body and the second pair placed inside and outside the body at 

various distances from the in vivo antennas. The results were compared to SISO simulations and 

showed that by using MIMO in vivo, it is possible to achieve target data rates in the 100 Mbps 

range at acceptable power levels. 

2.2 Energy Efficiency in Wireless Networks 

            In general, resource allocation for energy efficiency and throughput has been primarily 

investigated for the narrowband PHY applications, see e.g., [29], [30], [56], [57]. This is probably 

due to an attractive feature that the standard introduces: a 𝑚-periodic scheduled allocation mode 

where the hub and nodes communicate in every 𝑚  superframes allowing the nodes to sleep 

between superframes. The optimal 𝑚 that maximizes the device lifetime has been investigated in 

[29], where the current drawn in different states of the nodes are taken into account. The numerical 

study in [29] was later extended in [30] by solving the problem by integer programming techniques. 

However, in both studies, the packets are assumed to be error-free and no closed-form expressions 

were obtained for the optimal MAC parameters. Note that, depending on the size of the problem, 
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a mixed integer programming solution may be computationally expensive for a low-power device. 

The effects of erroneous transmissions and forward error correcting (FEC) for 𝑚 -periodic 

scheduled allocation mode were numerically evaluated in [56], but again without any closed-form 

expressions. Reference [57] extended the results of [29], [30], [56] to two-hop relay nodes. Energy 

efficiency of impulse-radio (IR) UWB PHY for IEEE 802.15.6 applications has been recently 

studied in the literature, see, e.g., [26]–[28]. These papers have slightly different definitions for 

energy efficiency. In [26], it is defined as the number of bits that can be successfully received per 

energy consumption with the units of bits/Joule, whereas the one in [27] divides the energy 

consumed to generate 𝑙 payload bits to the one for the payload plus overhead (unitless). Both 

metrics can be extended to the case that accounts for channel errors. A numerical evaluation is 

presented in [26] to find the optimal coding rate for different distances and modulations. The 

optimal frame length without any QoS constraints is determined in [27] using a closed-form 

expression. The bit error probability of an IR-UWB system that accounts for the effects of intra-

symbol interference is derived in [28].
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CHAPTER 3. IN VIVO CHANNEL CHARACTERIZATION3 

 

3.1 HFSS and Its Human Body Model 

            ANSYS HFSS (High Frequency Structural Simulator) software [16] is a high-performance 

full-wave electromagnetic (EM) field simulator for arbitrary 3D volumetric passive device 

modeling that takes advantage of the familiar Microsoft Windows graphical user interface. 

ANSYS HFSS employs the Finite Element Method (FEM), adaptive meshing, and brilliant 

graphics for all of 3D EM problems. Through this software, some important parameters and results 

can be calculated, such as S-Parameters, Resonant Frequency, and Electromagnetic Fields. 

 

Figure 3.1. HFSS human body model.

                                                           
3 This chapter was published in [18-19], [31], [33-34]. Permissions are included in Appendix A. 
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            We use the ANSYS HFSS 15.0.3 Human Body Model software to perform our simulations. 

The whole human body model is shown in Fig. 3.1. To reduce the required computing resources, 

we usually cut the whole body and make it into a truncated human body. The human body model 

contains an adult male body with more than 300 parts of muscles, bones and organs modeled to 1 

mm with realistic frequency dependent material parameters. A library file is used to provide the 

parameters of human-body materials. These parameters are included in datasets of relative 

permittivity 𝜖𝑟 and conductivity 𝜎. The original body model only has the parameters from 10 Hz 

to 10 GHz. We have increased the maximum operating frequency to 100 GHz by manually adding 

the values of the parameters to the datasets. So now our human body model can run up to 100 GHz, 

which is important to our future research at higher frequency. The parameters can be found in [58]. 

3.2 Simulation Setup 

3.2.1 Simulation Setup Using a Hertzian-Dipole 

            In order to investigate the path loss with minimal antenna effects, we use the Hertzian-

Dipole as the antenna, which can be treated as an ideal dipole. The Hertzian-Dipole contains a 

wire of infinitesimal length 𝛿𝑙. It is so small that it has little interaction with its surrounding 

environment. Also it can be seen as the building block of the practical antennas, because we can 

interpret the finite length antenna as that it consists of an infinite number of Hertzian-Dipoles. 

Moreover, the antenna arrays can be represented by means of a plurality of finite length antenna 

elements. So its unique property is very useful in properly understanding the radiation behavior of 

a Hertzian-Dipole and it will help to explore the effects of using different types of antennas. More 

details such as the feeding arrangement and coordinate system for Hertzian-Dipole, radiation fields 

derived by Maxwell’s equations can be found in [6]. 
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Figure 3.2. Truncated human body with Hertzian-Dipole in spherical coordinate system. 

            Since the in vivo environment is an inhomogeneous medium, it is instructive to measure 

the path loss in the spherical coordinate system. The truncated human body, the Hertzian-Dipole 

and the spherical coordinate system are shown in Fig. 3.2. The operating frequency for our 

simulation is 2.4 GHz ISM band. 

            The path loss can be calculated as: 

 𝑃𝑎𝑡ℎ 𝑙𝑜𝑠𝑠(𝑟, 𝜃, 𝜙) = 10 ∗ log10 (
|𝐸|2

𝑟=0

|𝐸|2
𝑟,𝜃,𝜙

), (3.1) 

where 𝑟 represents the distance from the origin, i.e. the radius in spherical coordinates, 𝜃 is the 

polar angle and 𝜙 is the azimuth angle. |𝐸|2
𝑟,𝜃,𝜙 is the square of the magnitude  of  the electric E 

field at the measuring point and |𝐸|2
𝑟=0 is the square of the magnitude of E field at the origin. 

3.2.2 Simulation Setup Using Dipoles 

            Scattering parameters (S parameters) describe the input-output relationship between ports 

(or terminals) in an electrical system. Taking the two-port network as an example, a port can be 

loosely defined as any place where we can deliver voltage and current. So, if we have a 
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communication system with two radios (radio 1 and radio 2), then the radio terminals (which 

deliver power to the two antennas) would be the two ports. 

            In the two-port network, there are four S parameters. 𝑆11 is defined as the return loss of 

antenna 1, which is the reflected power that radio 1 is trying to deliver to antenna 1. 𝑆22 is similarly 

defined for antenna 2. 𝑆12 is the power from radio 2 that is delivered through antenna 1 to radio 1. 

Note that in general S-parameters are a function of frequency (i.e. vary with frequency). In our 

simulation in HFSS, if we set Port 1 on transmit antenna and Port 2 on receive antenna, then 

𝑆21 represents the power gain of Port 1 to Port 2, that is 

 |𝑆21|2 =
𝑃𝑟

𝑃𝑡
. (3.2) 

            Therefore, including the antenna gains, we can calculate the path loss by the formula below, 

 𝑃𝑎𝑡ℎ 𝑙𝑜𝑠𝑠(𝑑𝐵) = −20 log10|𝑆21|. (3.3) 

Ex vivo dipole 
antenna 

(Receiver) In vivo dipole 
antenna 

(Transmitter)

 

Figure 3.3. HFSS simulation setup by using dipole antennas. 
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(a) 

 

(b) 

Figure 3.4. Top view of E field plot on the XY plane and right side view of E field plot on the XZ 

plane. 
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            In practice, we choose dipole in our simulation setup, which is shown in Fig. 3.3. In the 

Cartesian coordinate system, the in vivo transmit antenna is fixed at (35mm, 0, 0), which is located 

behind the small intestine. The receive antenna is moving along the X-axis and it has the same size 

as the transmit antenna when it is inside the body. When the receive antenna is outside the body, 

it equals to the size of the free space dipole antenna, which is as 4−6 times as large as the in vivo 

antenna, since the wavelength in free space is as 4−6 times longer than inside the body. 

            The frequency range we are investigating is from 0.4 GHz to 6 GHz. Since a dipole is not 

a wideband antenna, we choose seven dipoles that operating at different frequencies (0.4, 0.7, 1.2, 

1.7, 2.4, 3.5 and 5.0 GHz) to cover this frequency range. The measuring distance ranges from 𝜆/50 

to 3𝜆, where 𝜆 is the free space wavelength.  

            Considering the return loss of the antenna is not constant at each measuring frequency and 

even at different positions, we develop the following formula as a modification to (3.3) to calculate 

the path loss and remove the effects on antenna gains from different return losses, 

 𝑃𝑎𝑡ℎ 𝐿𝑜𝑠𝑠 (𝑑𝐵) = −𝑆21 + 10 ∗ log10 (1 − 10
𝑆11
10 ) + 10 ∗ log10 (1 − 10

𝑆22
10 ), (3.4) 

where 𝑆11 and 𝑆22 are the return losses of the transmit and receive antennas, respectively. The 

parameter 𝑆21 represents the power gain between these two antennas and all S-parameters are 

expressed in dB. 

3.3 Simulation Results 

3.3.1 Overview of the Attenuation from E Field Plots 

            Figure 3.4 shows the E field strength distribution that is produced by a Hertzian-Dipole at 

2.4 GHz on the XY and XZ plane. The red boundary is the body exterior. From these results, we 

can see the Electric field inside the body first attenuates rapidly within a short distance (𝑟 < 30𝑚𝑚) 

and then attenuates smoothly. The main reason for this phenomenon is that the human organs and 
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tissues absorb a lot of the energy. Inside the body, the attenuation is very high and also varies with 

angle. Outside the body, many constructive and destructive waves are caused by reflections and 

refractions, which result in the fluctuant E field. In general, the path loss at front of the body is 

higher than that at the back, due to more organs being present at the front. 

3.3.2 Simulation Results Using Hertzian-Dipole 

3.3.2.1 Path Loss vs. Distance 

 

Figure 3.5. Path loss vs. distance at azimuth angle 𝜙 = 0° and polar angle 𝜃 = 90° 

            When we fix the azimuth and polar angles to 0° and 90°, respectively, we obtain the 

relationship between path loss and distance, as shown in Fig. 3.5. For the in vivo case, the skin 

boundary is at 𝑟 = 108𝑚𝑚. We can clearly observe the different behavior of the path loss between 

the in vivo and ex vivo regions. In the body, the path loss increases rapidly and the curve can be 

approximately seen as a line with a slope of 0.815 dB/mm. Outside the body, there exist many 

constructive and deconstructive waves, which come from refractions through the skin. These 

waves make the path loss fluctuant. 
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            In contrast, at the skin boundary, the in vivo path loss is about 45 dB greater than the free 

space path loss. In the range of 𝑟 = 108 − 600 𝑚𝑚, the difference between in vivo and free space 

path loss fluctuates within 18 dB to 50 dB. Both the free space and in vivo path losses initially 

increase rapidly, but the in vivo path loss rises rapidly inside the body while free space path loss 

also does so for 𝑟 = 1 − 20 𝑚𝑚, which is exactly the free space near field region. 

3.3.2.2 Path Loss vs. Azimuth Angle 

 

Figure 3.6. Path loss vs azimuth angle at polar angle 𝜃 = 90° and distance 𝑟 = 150𝑚𝑚, 50𝑚𝑚. 

            In this simulation, we vary the distance 𝑟 = 150 𝑚𝑚/50𝑚𝑚 and fix the polar angle at 

𝜃 = 90°. In this way, we obtain the path loss vs azimuth angle as shown in Fig. 3.6. Overall, the 

in vivo path loss is about 32-52 dB greater than the free space path loss at 𝑟 = 150 𝑚𝑚, which is 

outside the body. At 𝑟 = 50 𝑚𝑚, which is inside the body, the difference between in vivo and free 

space path loss is 11-18 dB. We can see that the free space path loss is flat and the in vivo path 

loss varies with azimuth angle. The variation is larger for the region outside of the body than inside 

the body. At 𝑟 = 150 𝑚𝑚, we note that the path loss is lower at the back of the body, when 

azimuth angle 𝜙 = 150° − 210°. These fluctuations show that the human body is inhomogeneous 
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as expected and, consequently, that the path loss is angular dependent. Compared with our another 

method of measuring the path loss by using monopole [44], we found the path loss measured by 

using Hertzian-Dipole has less angular variation than that by using monopole. Therefore, we 

assume that the significant variations in Received Signal Strength is caused by both the angular 

dependent path loss and the significantly modified in vivo antenna effects. 

3.3.2.3 Path Loss vs. Polar Angle 

 

Figure 3.7. Path loss vs polar angle at azimuth angle 𝜙 = 0° and distance 𝑟 = 150𝑚𝑚, 50𝑚𝑚. 

            Figure 3.7 shows the path loss vs polar angle when the distance 𝑟 = 150𝑚𝑚/50𝑚𝑚 and 

azimuth angle 𝜙 = 0°. For the case of 𝑟 = 150𝑚𝑚, the in vivo path loss curve is fluctuating and 

also has a concave within 𝜃 = 60° − 135°. The cause of this concave is that the path is outside 

the body in this range, which makes it has less attenuation. The reason why the curve of the free 

space path loss appears as an arch instead of a flat line is that the Hertzian-Dipole has some effects 

on the path loss in different polar angles because of its donut-shaped antenna pattern. However, 

when the distance 𝑟 = 50𝑚𝑚, the free space path loss is almost a flat line, which means that there 
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is little antenna effect. For the in vivo path loss at 𝑟 = 50𝑚𝑚, we observe that there is an arch at 

𝜃 = 45° − 145°. This is because the path is passing through the small intestine, which makes the 

path loss relatively greater. 

3.3.3 Simulation Results Using Dipoles 

3.3.3.1 Frequency and Distance Dependent Path Loss 

 

Figure 3.8. Frequency dependent path loss at different locations. 

          We denote the distance between transmit and receive antennas as 𝑑 in mm and the frequency 

as 𝑓 in GHz. The skin boundary of the body is at 𝑑 = 78𝑚𝑚. From the measured data, we plot 

the frequency dependent path loss in Fig. 3.8 for three different positions: 𝑑 = 50𝑚𝑚 (in body), 

𝑑 = 78𝑚𝑚 (on body), 𝑑 = 200𝑚𝑚 (out of body). From the results, we observe that the frequency 

dependent path loss [in dB] increases linearly at different locations. Therefore, the frequency 

dependent in vivo path loss [in ratio] increases exponentially, which is faster than that in free space. 

            In Fig. 3.9 and Fig. 3.10, the distance dependent path loss at different frequencies is shown. 

We measured the path loss from 0.4 GHz to 6 GHz in 0.1 GHz increment. In the figures, we only 
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display the optimal operating frequencies for all the seven dipoles. We observe that the path loss 

[in dB] increases linearly inside the body and then grows logarithmically outside the body. 

 

Figure 3.9. In body distance dependent path loss. 

 

Figure 3.10. Out of body distance dependent path loss. 
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3.3.3.2 Data Fitting 

            The observations in Section 3.3.3.1 provides us with important guidance for fitting the 

measured data into a phenomenological model. We use the Curve Fitting Toolbox in MATLAB to 

perform the data fitting. The procedure is described below. 

 

Figure 3.11. On body path loss fitting. 

            First, we perform the curve fitting for on body path loss. For both regions inside and outside 

the body, we will choose the on body location as the reference point. Consequently, we first fit the 

on body path loss data as a straight line shown in Fig. 3.11. The fitted line is 

 𝑃𝐿𝑜𝑛 𝑏𝑜𝑑𝑦 = 22.4 ∗ 𝑓 + 31.4. (3.5) 

            Next, we perform the curve fitting for in body path loss. As we observed in Fig. 3.9, the in 

body path loss increases linearly and we choose the reference point on the body and fit the data at 

all frequencies. The fitted results are, 

 𝑃𝐿𝑖𝑛 𝑏𝑜𝑑𝑦 = 𝑃𝐿𝑜𝑛 𝑏𝑜𝑑𝑦 + 𝑘 ∗ (𝑑 − 78). (3.6) 
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Figure 3.12. In body path loss fitting. 

The parameter 𝑘 is the slope for the path loss at each frequency and it can be fitted as 𝑘 = 0.271 ∗

𝑓 + 0.1782. In Fig. 3.12, we compare the measured data with the fitted lines. This model indicates 

that the in body path loss increases exponentially with distance, which is faster than the free space 

path loss. 

            Finally, we do the curve fitting for out of body path loss. The operation is similar to last 

step. The fitted formula is, 

 𝑃𝐿𝑜𝑢𝑡 𝑜𝑓 𝑏𝑜𝑑𝑦 = 𝑃𝐿𝑜𝑛 𝑏𝑜𝑑𝑦 + 10 ∗ log10 (
𝑑

78
)

𝑛

, (3.7) 

where 𝑛 = 1.71 − 2.37 is the exponent for the path loss at each frequency. In our measured data, 

the exponent has an average value of 𝑛 = 2.04. So the out of body path loss is similar to the free 

space path loss. We plot the measured data versus the fitted data in Fig. 3.13. From Fig. 3.11 to 

Fig. 3.13, we can see that our proposed models (3.5)−(3.7) generally fit well with the measured 
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data, except for two regions: one is the near field region of the in body antenna and the other is the 

out of body region closer to the body-air interface. It can be seen that the measured path loss 

slightly drops when the receiver just gets out of the medium. We assume that slight miscalculations 

by HFSS occur at the body-air interface because of multiple reflections and refractions. 

 

Figure 3.13. Out of body path loss fitting. 

3.3.3.3 Angle Dependent Path Loss 

            The angular dependent characteristics of the in vivo channel are investigated by performing 

further simulations at 0.4 GHz, 1.4 GHz and 2.4 GHz. The in vivo antenna is fixed inside the 

abdomen (78mm in depth from body surface) and the ex vivo antenna is rotated on the body surface 

with the azimuth angle of 0° − 355° with 5° increment. The results are presented in Figure 3.14 

and Table 3-1. It could be observed that the angular dependency (i.e. the variation of the path loss 

vs. azimuth angle) in terms of peak to average ratio is similar for different frequencies. 
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Table 3-1. Comparison of angular dependent path loss at different frequencies. 

Frequencies (GHz) 0.4 1.4 2.4 

Average (dB) 46.316 76.74442 108.8819 

Maximum difference (dB) 20.3373 33.04337 45.38211 

Peak to Average Ratio 1.197665 1.171730 1.208047 

 

 

Figure 3.14. Angular dependent path loss for on body receiver. 

3.4 Specific Absorption Rate (SAR) Limit 

            Since we are transmitting through or near the human body, the signal levels are limited to 

the safety guidelines set by the Federal Communications Commission (FCC). SAR levels of radio 

frequency (RF) radiation produced by cellular phone activity near the human head have already 

been extensively investigated [59]–[61]. SAR effects near other parts of the human body, such as 

in body area networks (BAN) applications [1] have also seen increased attention [62]. However, 

to the best of our knowledge, research in SAR levels produced by in vivo devices has so far been 

very limited [63]. Although, in [63], the authors provided results for SAR and BER evaluation for 
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implanting BAN's operating at the 400 MHz ISM band. But due to an increasing need to provide 

high data rate in in vivo communications, it is essential to evaluate the SAR under BER 

requirements at higher frequencies. Such results will give the system designer guidance about 

whether a relay network will be needed to attain reliable communications through the extremely 

lossy and dispersive in vivo channel [44]. In [45], the authors calculate the SAR levels and 

communication BER using a software-based test bench, where the system designer can easily 

monitor the performance of the communication while, at the same time, observing the SAR levels 

in highly accurate in vivo environments. 

3.5 MIMO In Vivo 

            In [18], [19], we present MIMO technology in the in vivo environment, which is motivated 

by the high data rate requirements (~100 Mbps) of wirelessly transmitted low-delay High 

Definition video during Minimally Invasive Surgery (MIS). Various factors are considered in the 

MIMO in vivo study including antenna separation distances, antenna angular positions, human 

body size, and system bandwidth to determine the maximum data rate that can be supported, while 

satisfying the specified Specific Absorption Rate (SAR) power limitations. It is shown that by 

using MIMO in vivo, significant performance gain can be achieved, making it possible to achieve 

target data rates of ~100 Mbps with appropriate antenna placements and system bandwidth. 

            We use ANSYS HFSS Human Body Model and Agilent SystemVue as simulation tools. 

The antennas used in the simulations are monopoles in the 2.4 GHz ISM band. On average, the 

wavelength is approximately six times smaller in vivo than in free space, so that the antenna 

separation for the Tx and Rx antennas is different for the ex vivo and in vivo antennas. The 

simulation set up is shown in Fig. 3.15. Simulations are made considering 9 different distances 

and different angular positions between Tx and Rx antennas. The system capacity analysis and 
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FER (Frame Error Rate) performance in the in vivo environment have been performed based on 

the IEEE 802.11n standard transceiver. Agilent SystemVue is used to simulate the FER 

performance. The channel S-parameters between Tx and Rx antennas were extracted from HFSS. 

 

Figure 3.15. Antenna simulation setup showing locations of the MIMO antennas. 

            To meet the specified SAR and data rate requirements of 100 Mbps, for a distance between 

Tx and Rx antennas greater than 11 cm for a 20 MHz channel and 13 cm for a 40 MHz channel, a 

relay is necessary. MIMO in vivo can improve system capacity relative to SISO in vivo within that 

distance. As the Tx and Rx antenna separation becomes smaller, the performance gain becomes 

even bigger. Significantly higher system capacity can be observed when receiver antennas are 

paced at the back or the front of body than when placed at the side of the body. The SAR power 

limit significantly affects the MIMO in vivo system performance. With the constraint of a 

maximum allowed SAR level, an increased system bandwidth will increase MIMO in vivo system 

capacity. 
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3.6 Comparison of In Vivo and Ex Vivo Channel 

Table 3-2. Comparison of in vivo and ex vivo channel. 

Feature Ex vivo In vivo 

Physical Wave 

Propagation 

Constant speed 

Multipath − reflection, scattering 

and diffraction 

Variable speed 

Multipath − plus penetration 

Attenuation and 

Path Loss 

Lossless medium 

Decreases inversely with distance 

Very lossy medium  

Angular (directional) dependent 

Dispersion 
Multipath delays  time 

dispersion 

Multipath delays of variable speed  

frequency dependency  time dispersion 

Directionality Propagation essentially uniform 

Propagation varies with direction 

Directionality of antennas changes with 

position/orientation 

Near Field 

Communications 

Deterministic near-field region 

around the antenna 

Inhomogeneous medium  near field 

region changes with angles and position 

inside body 

Power 

Limitations 
Average and Peak Plus specific absorption rate (SAR) 

Shadowing Follows a log-normal distribution To be determined 

Multipath 

Fading 

Flat fading and frequency 

selective fading 
To be determined 

Antenna Gains Constant 
Angular and positional dependent 

Gains highly attenuated  

Wavelength 
The speed of light in free space 

divided by frequency 

𝜆 =
𝑐

√𝜀𝑟𝑓
  at 2.4GHz, average dielectric 

constant 𝜀𝑟 = 35  roughly 6 times 

smaller than the wavelength in free space. 

            Based on our research in Section 3.1-3.5, we summarize the different characteristics of in 

vivo channel versus ex vivo channel in Table 3-2.  

3.7 Concluding Remarks 

            In the simulation of using Hertizian-Dipole, we used HFSS software and Human Body 

Model to calculate the electric field caused by a Hertzian-Dipole at the origin and obtained the in 

vivo path loss versus different parameters in spherical coordinates. From our initial results we 

observed the different behaviors of the path loss between in vivo and ex vivo environments. Great 

attenuation is caused by the human body and the in vivo path loss can be up to 40 dB greater than 
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the free space path loss. Also the inhomogeneous medium results in the angular dependent path 

loss. We also compared the results to the method of using monopole antennas and found the 

angular dependent signal variation was caused by both the angular based path loss and in vivo 

antenna effects. This initial research is a first-step in building an in vivo channel model and in 

exploring the different types of in vivo antenna effects. 

            From the simulations of using regular dipoles, we proposed a phenomenological in vivo 

path loss model based on the measured data obtained by HFSS simulations. First we found some 

important characteristics for the in vivo path loss. The path loss increases linearly with frequency 

at different locations. Inside the body, the path loss also increases linearly in dB with distance 

except for the near field region. Outside the body, the path loss grows logarithmically with distance 

similar to free space. These characteristics enable us to fit the model for three different regions: on 

body, in body and out of body. The on body path loss is modeled as a straight line [in dB] versus 

frequency and it acts as the reference point for the other two regions. The in body path loss is also 

modeled as a straight line with both frequency and distance as the parameters. The out of body 

path loss is modeled as a logarithmical curve with an exponent of 1.71−2.37 on the distance, which 

is similar to the exponent of 2 on the distance for the free space path loss. Angle dependence is 

also investigated and we found that the angular variance is similar at different frequencies in terms 

of peak-to-average ratio.
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CHAPTER 4. ENERGY EFFICIENCY OPTIMIZATION IN WBANS4 

 

4.1 Overview of the IEEE 802.15.6 UWB 

 

Figure 4.1. IEEE 802.15.6 UWB PPDU frame structure 

            We consider a set of WBAN sensor nodes and a master hub node in which the medium 

access and power management functionalities are coordinated by the hub. According to the 

IEEE 802.15.6 standard, a hub can serve up to 64 nodes [20]. Eleven channels are defined for the 

UWB PHY in the 3.1-10.6 GHz spectrum band, each with a channel bandwidth of 499.2 MHz. 

There are three supported modulation schemes for IR-UWB, namely on-off modulation, 

differential binary phase shift keying (DBPSK) and differential quadrature phase shift keying 

(DQPSK). There are two modes of operation defined in [20] such as the default and the high QoS 

modes. The default mode is for the medical and non-medical applications, whereas the high QoS 

                                                           
4 This chapter was published in [21,35]. Permissions are included in Appendix A. 
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mode is to be used for high-priority medical applications only. In the section, we only discuss the 

default mode. 

4.1.1 UWB PHY Superframe Structure 

            The UWB PHY frame format is referred to as the physical layer protocol data unit (PPDU). 

It is composed of the synchronization header (SHR), the physical layer header (PHR), and the 

physical layer service data unit (PSDU) as illustrated in Fig. 4.1. The PPDU duration is given by 

 𝑇packet = 𝑇SHR + 𝑇PHR + 𝑇PSDU, (4.1) 

where the SHR, PHR, and PSDU frame durations are denoted by 𝑇SHR , 𝑇PHR , and 𝑇PSDU , 

respectively. 

            The SHR frame consists of two parts. The first part is the preamble and it is used for timing 

synchronization, packet detection, and carrier frequency offset recovery. The preamble also 

enables the coexistence of WBANs [20]. The second part is the start-of-frame delimiter (SFD) for 

frame synchronization. The preamble and SFD are made up of four and one Kasami sequences of 

63 bits, respectively. Between the bits of a Kasami sequence, 𝐿 − 1 zeros are padded. To keep the 

duty cycle low, 𝐿 ⋅ 𝑇𝑤 is fixed to 128 nsec [20]. We take 𝑇𝑤 = 8 nsec, 𝐿 = 16, and 𝑇SHR = 5 ⋅

63 ⋅ 128 nsec = 40.32 𝜇sec as in [20]. 

Table 4-1. BCH(𝑛, 𝑘; 𝑡ECC) error correcting codes of the PHR and PSDU frames in the IEEE 

802.15.6 UWB PHY. 

Frame Type Default Mode High QoS Mode 

PHR BCH (40,28:2) BCH(91,28;10) 

PSDU BCH(63,51;2) BCH(126,63;7) 

            The PHR frame consists of 24 bits that carry information about the data rate of the PSDU, 

MAC frame body length, pulse shape, burst mode, HARQ, and scrambler seed. A shortened Bose-

Chaudhuri-Hocquenghem (BCH) code of (40,28; 2) is used such that 𝑘 = 28 bits are appended 
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with parity bits to form codewords of length 𝑛 = 40 bits with an error correcting capability of 

𝑡ECC = 2 . Hence, the PHR frame bits, 𝑁PHR = 40 , are transmitted at a sampling rate of 

2051.2 nsec, i.e., 𝑇PHR = 40×2051.3 nsec = 82.052 𝜇sec. 

Table 4-2. Data rate and symbol timing related parameters of the IEEE 802.15.6 UWB PHY. 

𝑁cpb 𝑇𝑤 (nsec) 𝑇sym (nsec) 
Uncoded Bit 

Rate (Mbps) 

Coded Bit Rate 

(Mbps) 

32 64.103 2051.3 0.488 0.395 

16 32.051 1025.6 0.975 0.790 

8 16.206 512.8 1.950 1.580 

4 8.012 256.4 3.900 3.159 

2 4.006 128.2 7.800 6.318 

1 2.003 64.1 15.600 12.636 

            The PSDU includes the MAC protocol data unit (MPDU) and the channel code, BCH parity 

bits, in the default mode. The MPDU consists of a MAC header, a variable length MAC frame 

body, and a frame check sequence (FCS). The header and FCS of the MPDU frame are 𝑁FCS = 56 

and 𝑁MH = 16 bits, respectively. The MAC frame body has a variable length of 𝑁FB
′  bits. Thus, in 

a MPDU frame, the total number of bits before bit stuffing are given as 

 𝑁MPDU
′ = 𝑁MH + 𝑁FCS + 𝑁FB

′ . (4.2) 

These are grouped in blocks of length 𝑘  to codewords of length 𝑛 . In Table 4-1, the error 

correcting codes (ECC) for the PHR and PSDU frames are summarized for the default and high 

QoS modes, where we follow the notation (𝑛, 𝑘; 𝑡ECC) for the BCH codes. To align the symbol 

boundaries, bits are padded to the last word if rem(𝑁FB
′ + 72, 𝑘) ≠ 0, where rem(𝑥, 𝑦) is the 

remainder of 𝑥 divided by 𝑦. In that case, the last codeword would require 
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 𝑁bs = 𝑁CW𝑘 − 𝑁MPDU
′  (4.3) 

bit stuffing such that the total number of bits before encoding becomes 

 𝑁MPDU = 𝑁MPDU
′ + 𝑁bs. (4.4) 

When the BCH parity bits are included, the total number of payload bits for the PSDU frame 

becomes 

 𝑁T = 𝑁MPDU + (𝑛 − 𝑘)𝑁CW. (4.5) 

The duration of the PSDU frame is 𝑇PSDU = 𝑁T/𝑅𝑏, where 𝑅𝑏 is one of the uncoded bit rates in 

Table 4-2. The problem formulation in Section 4.2.2 will use the 𝑁T to relate the error probability 

which depends on the number of code words 𝑁CW. Since 𝑁MH + 𝑁FCS = 72 bits, we can express 

𝑁CW as 

 𝑁CW = ⌈
𝑁MPDU + 72

𝑘
⌉ =

𝑁T

𝑛
. (4.6) 

Relating 𝑁CW to 𝑁T will help us derive the expressions in Section 4.2.2. 

4.1.2 Modulation, Waveform, and Receiver 

            On-off modulation is a combination of M-ary waveform coding and on-off keying. With 

the on-off modulation, 𝐾 bits from an alphabet size of 𝑀 = 2𝐾 are grouped, (𝑏0, 𝑏1, ⋯ , 𝑏𝐾−1), and 

passed through a symbol mapper of rate 1/2  such that an output sequence of 2𝐾  bits, 

(𝑑0, 𝑑1, ⋯ , 𝑑2𝐾−1), is obtained that has the same alphabet size. In [20], 𝐾 = 1 is considered as the 

default mode with an optional mode of 𝐾 = 4. For example, the input bit 0 is mapped to [1 0], 

whereas 1 is mapped to [0 1]. Note that the performance of the on-off modulation for 𝐾 = 1 

closely follows the one for binary pulse position modulation [20]. After processing by the pulse 

shaping filter, the 𝑚th output IR-UWB symbol can be expressed as 

 𝑥𝑚(𝑡) = ∑ 𝑑𝑛
(𝑚)

𝑤2𝐾𝑚+𝑛(𝑡 − 𝑛(𝑇sym/2) − 𝑚𝐾𝑇sym − ℎ2𝐾𝑚+𝑛𝑇𝑤)

2𝐾−1

𝑛=0

, (4.7) 



www.manaraa.com

35 
 

where 𝑑𝑛
(𝑚)

 is the 𝑛th codeword component of the 𝑚th symbol, 𝑇sym is the symbol time, and 

{ℎ2𝐾𝑚+𝑛} is the time-hopping sequence. The symbol time 𝑇sym has 𝑁𝑤 pulse waveform positions 

each with a duration of 𝑇𝑤, 𝑇sym = 𝑁𝑤𝑇𝑤. The symbol duration is divided into two intervals of 

duration 𝑇sym/2 in order to enable on-off modulation. The duty cycle 𝑇𝑤/𝑇sym is fixed at 1/32 =

3.125% in [20] to ensure low power consumption. The pulse waveform 𝑤𝑛(𝑡) is given by 

 𝑤𝑛(𝑡) = ∑ (

𝑁cpb−1

𝑖=0

1 − 2𝑠𝑖)𝑝(𝑡 − 𝑖𝑇𝑝), (4.8) 

where 𝑝(𝑡) denotes a single pulse of duration 𝑇𝑝 [20]. The sequence {𝑠𝑖} denotes the scrambling 

sequence that helps reduce the spectral lines due to same polarity pulses [20], [64]. The integer 

𝑁cpb defines the number of pulses per burst and 𝑁cpb ≥ 1. In the single pulse case, 𝑁cpb = 1, 

whereas 𝑁cpb ∈ {2,4,8,16,32} for the burst pulse option. Note that the processing gain of an IR-

UWB system is 𝑁cpb𝑁𝑤 [64]. Since 𝑁w is fixed by the standard , the processing gain can be varied 

by changing 𝑁cpb. 

            Table 4-2 presents the timing parameters and data rates for different transmission modes 

for on-off modulation. The pulses are generated at a frequency of 499.2  MHz and 𝑇𝑝  is 

2.0032 nsec. The symbol is encoded with a BCH code of (63,51). An uncoded symbol rate, 𝑅𝑏 =

1/𝑇sym, is multiplied with the FEC rate to obtain the coded symbol rate. Hence, 𝑁cpb is used to 

balance the data rate and processing gain trade-off. 

            A non-coherent detector is considered and equally likely input bits are assumed. Each pulse 

has an energy of 𝜀𝑝 = 𝜀𝑏/𝑁cpb. The bit error probability is given by [26], [65] 

 𝑃𝑏 = 𝑄 (√
1

2
⋅

(ℎ𝜀𝑏/𝑁0)2

ℎ𝜀𝑏/𝑁0 + 𝑁cpb𝑇int𝑊rx
), (4.9) 
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where ℎ is the channel coefficient, 𝑇int is the integration interval per pulse, 𝑊rx is the equivalent 

noise bandwidth of the receiver front end, and 𝜀𝑝/𝑁0 is the integrated signal-to-noise ratio per bit. 

In Section 4.2.4, we take the integration time as the pulse duration, i.e., 𝑇int = 𝑁cpb𝑇𝑝, and assume 

that the receiver and transmitter are fully synchronized. 

4.1.3 Error Correction 

            In Section 4.1.1, we discussed the structure of an UWB frame that consists of SHR, PHR, 

and PSDU, and in Section 4.1.2, the bit error probability is presented for a non-coherent ED 

receiver. In what follows, we discuss the error correcting capabilities of each frame type. 

            The SHR frame is correctly received at the receiver if both the preamble and the SFD 

transmissions are successful, which can be mathematically expressed as 

 𝑃SHR = 𝑃SFD(1 − (1 − 𝑃Kasami)
4), (4.10) 

where 𝑃SFD and 𝑃Kasami are the probabilities of correctly decoding the SFD and Kasami sequence, 

respectively. Since there are four Kasami sequences in the preamble, we have (1 − 𝑃Kasami)
4 in 

(4.10). The probability of successful delivery of a 63-bit Kasami sequence can be expressed as [27] 

 𝑃Kasami = ∑ (
63

𝑖
)

𝜌

𝑖=0

(𝑃𝑏)𝑖(1 − 𝑃𝑏)63−𝑖, (4.11) 

where the operator (𝑎
𝑏

) represents the binomial coefficient and 𝜌 is an implementation-dependent 

sensitivity margin and it is taken as 𝜌 = 6 as in [27]. Since the SFD is the ones complement of a 

Kasami sequence, we have 𝑃SFD = 𝑃Kasami. 

            The BCH decoder can recover up to 𝑡ECC bit errors for a BCH(𝑛, 𝑘; 𝑡) code. Then, for the 

PHR frame, the probability of successful reception of a codeword is 

 𝑃PHR = ∑ (
𝑁PHR

𝑖
)

𝑡

𝑖=0

(𝑃𝑏)𝑖(1 − 𝑃𝑏)𝑁PHR−𝑖, (4.12) 
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where 𝑁PHR = 40 bits is the number of bits in PHR frame, and 𝑃𝑏 and 𝑡ECC are given in (4.9) and 

Table 4-1, respectively. 

            The PSDU frame consists of 𝑁CW codewords. The probability of successful reception of 

PSDU frame is if all the codewords are received successfully, that is 

 𝑃PSDU = (𝑃CW)𝑁CW = (𝑃CW)
𝑁T
𝑛 , (4.13) 

where 𝑃CW is the probability successful reception of a codeword that can be expressed as 

 𝑃CW = ∑ (
𝑛

𝑖
)

𝑡

𝑖=0

(𝑃𝑏)𝑖(1 − 𝑃𝑏)𝑛−𝑖, (4.14) 

            The probability of successful delivery is when the SHR, PHR, and PSDU frames are 

successfully received, that is 

 𝑃PPDU = 𝑃SHR𝑃PHR𝑃PSDU = 𝑃SHR𝑃PHR(𝑃CW)
𝑁T
𝑛 , (4.15) 

where 𝑃SHR, 𝑃PHR, and 𝑃PSDU  are the successful delivery probabilities of the each frame type, 

respectively. For the default mode, 𝑘 = 51 as shown in Table 4-2. On one hand, frame error 

probability increases as 𝑁T increases, while, on the other hand, a short 𝑁T will result in system 

inefficiency due to high packet overhead. 

4.2 CLOEE - Cross-layer Optimization of Energy Efficiency 

4.2.1 Energy Consumption Model 

            There have been several models in the literature characterizing the energy consumption of 

IR-UWB radios, e.g., [26], [27], [66], [67]. Among these studies, we use the model in [60] as it 

provides a general model to accommodate the coherent and non-coherent detectors, hard and soft 

decision demodulators, and different modulation types. Using this model, the energy required to 

transmit and receive a payload bit is given by 
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 𝜀𝐵 =
𝜀FB

Tx + 𝜀FB
Rx

𝑁𝑇
, (4.16) 

where 𝜀FB
Tx and 𝜀FB

Rx represent the energy consumed at the transmitter and receiver for the PSDU 

frame, respectively. These two terms can be expressed as 

 𝜀FB
Tx = 𝜀𝑝𝑁cpb𝑁𝑇 + 𝑃SYN𝑇onL, (4.17a) 

 𝜀FB
Rx = (𝑀𝑃COR + 𝜌𝑐𝑃ADC + 𝑃LNA + 𝑃VGA + 𝜌𝑐(𝑃GEN + 𝑃SYN))𝑇onL, (4.17b) 

where 𝑃SYN is the power consumption of the clock generator and synchronizer at the transmitter 

and 𝑇onL is the time duration to transmit 𝑁𝑇 bits, 𝑇onL = 𝑇sym𝑁𝑇. The terms 𝑃COR, 𝑃ADC, 𝑃LNA, 

𝑃VGA , and 𝑃GEN , respectively, represent the power consumption of the RAKE fingers of the 

receiver, the analog-to-digital converter (ADC), the low noise amplifier (LNA), the variable gain 

amplifier (VGA), and the pulse generator. The number of RAKE receiver fingers is denoted by 𝑀, 

the term 𝜌𝑟 = 1 for coherent modulation, and 𝜌𝑟 = 0 for non-coherent modulation, and the term 

𝜌𝑐 = 1 for soft decision, whereas 𝜌𝑐 = 0 is for hard decision. 

              Similarly, the overhead energy consumption is defined as 

 𝜀OH = 𝜀OH
Tx + 𝜀OH

Rx , (4.18) 

where 𝜀OH
Tx  and 𝜀OH

Rx  denote the energy to transmit and receive the overhead, respectively, and these 

are given by 

 𝜀OH
Tx = (𝑁cpb

SHR𝑁SHR + 𝑁cpb
PHR𝑁PHR)𝜀𝑝 + 𝑃SYN(𝑇SHR + 𝑇PHR), (4.19) 

 
𝜀OH

Rx = (𝑀𝑃COR + 𝜌𝑐𝑃ADC + 𝑃LNA + 𝑃VGA

+𝜌𝑟(𝑃GEN + 𝑃SYN))(𝑇SHR + 𝑇PHR),
 (4.20) 

where 𝑁cpb
SHR = 4 , 𝑁cpb

PHR = 32 , 𝑁SHR = 63 ⋅ 5 = 315 , and 𝑇SHR  and 𝑇PHR  are defined as in 

Section 4.1.1. 

            Finally, the startup energy is 
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 𝜀ST = 𝜀ST
Tx + 𝜀ST

Rx = 2𝑃SYN𝑇ST, (4.21) 

where 𝑇ST is the time duration for the start-up of the devices. 

4.2.2 Problem Formulation 

            Consider a hub and 𝑁S  nodes, each requesting 𝑅0  bits per second, in a one-hop star 

topology. The following are defined to aid the problem formulation: 

Definition 1:  

            A function 𝑓 is strictly quasiconcave if its domain 𝒟 is convex, and for any 𝑥, 𝑦 ∈ 𝒟 with 

𝑓(𝑥) ≠ 𝑓(𝑦), the following is true for all 𝜆 ∈ (0,1) [68] 

 𝑓(𝜆𝑥 + (1 − 𝜆)𝑦) > min{𝑓(𝑥), 𝑓(𝑦)}, (4.22) 

Definition 2:  

            The energy efficiency is defined as the ratio of the total number of successfully received 

bits to the total energy consumed at the transmitter and receiver. It can be expressed in the units of 

bits/Joule as 

 𝜂(𝑁T, 𝑁cpb) =
𝑁T𝑃SHR𝑃PHR(𝑃CW)

𝑁T
𝑛

𝑁T ⋅ 𝜀B + 𝜀OH + 𝜀ST
, (4.23) 

Lemma 1: 

            The optimal PSDU frame size that maximizes (4.23) can be expressed as 

 𝑁T
EE = [√

(𝜀OH + 𝜀ST)2

(2𝜀B)2
−

𝑛(𝜀OH + 𝜀ST)

𝜀B log(𝑃CW)
−

𝜀OH + 𝜀ST

2𝜀B
], (4.24) 

Proof: 

            It follows that when we take the derivative of (4.23) with respect to 𝑁T and rearrange the 

terms, it is straightforward to obtain (4.24).0 

Theorem 1: 

            Energy efficiency is strictly quasiconcave in 𝑁T. 
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Proof: 

             The second-order condition for a strictly quasiconcave function is that the second 

derivative needs to be non-positive at any point with zero slope [69]. Then, to prove the 

quasiconcavity of 𝜂, we need to show that 

 𝛻𝑁T
𝜂 = 0 ⇒ 𝛻𝑁T

2𝜂 < 0. (4.25) 

Let us define 

 𝐴 = 𝑃SHR𝑃PHR(𝑃CW)
𝑁T
𝑛 , (4.26) 

 𝜀1 = 𝜀OH + 𝜀ST, (4.27) 

 𝛾 = 𝜀B𝑁T + 𝜀1. (4.28) 

Then, the gradient of 𝜂 is given by 

 𝜕𝜂

𝜕𝑁T
=

𝐴 (𝑁T
2 𝜀B log(𝑃CW)

𝑛 + 𝑁T
𝜀1 log(𝑃CW)

𝑛 + 𝜀1)

𝛾2
. 

(4.29) 

Let us introduce 

 𝛽 = 𝑁T
2

𝜀Blog(𝑃CW)

𝑛
+ 𝑁T

𝜀1log(𝑃CW)

𝑛
+ 𝜀1. (4.30) 

Note that 𝑁T
EE is the root of 𝛽, where the gradient becomes zero. The second derivative of 𝜂 can 

be expressed as 

 𝜕2𝜂

𝜕𝑁T
2 =

𝐴
log(𝑃CW)

𝑛 (𝛽 + 2𝑁T𝜀B + 𝜀1)

𝛾2
−

𝐴𝛽(2𝜀B)

𝛾3
. (4.31) 

To prove that (4.25) holds true, we check the sign of 
𝜕2𝜂

𝜕𝑁T
2  when the gradient is zero. Since 

log(𝑃CW) ≤ 0 for 0 ≤ 𝑃CW ≤ 1 and 𝛽 = 0 at 𝑁T
EE, we have 

𝜕2𝜂

𝜕𝑁T
2 ≤ 0 which satisfies (4.25). Thus, 

we prove that 𝜂 is strictly quasiconcave in 𝑁T. 

Theorem 2: 
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            If a function 𝜂 is a strictly quasiconcave, then a local optimal solution is also a global 

maximum solution. 

Proof: 

            See the proof of Theorem 3.5.6 in [68]. 

Definition 3: 

            The network throughput is defined as the ratio of the total number bits that are successfully 

received at receiver to the duration of a frame, and can be defined in the units of bits/sec as 

 𝑅(𝑁T, 𝑁cpb) =
𝑁T𝑃SHR𝑃PHR(𝑃CW)

𝑁T
𝑛

𝑇SHR + 𝑇PHR + 𝑁T𝑇sym
. (4.32) 

where the terms 𝑃SHR  and 𝑃PHR  are functions of 𝑁cpb  through 𝑃𝑏 . The probability 𝑃CW  is a 

function of both 𝑁T and 𝑁cpb. 

Lemma 2: 

            For a given 𝑁cpb , the optimal PSDU frame size that maximizes the throughput, 

𝑅(𝑁T, 𝑁cpb), is given by 

 𝑁T
THR = [√

(𝑇SHR + 𝑇PHR)2

(2𝑇sym)2
−

𝑛(𝑇SHR + 𝑇PHR)

𝑇sym log(𝑃CW)
−

𝑇SHR + 𝑇PHR

2𝑇sym
], (4.33) 

Proof: 

            When the derivative of (4.32) is taken with respect to 𝑁T, equate it to zero, and rearrange 

the terms, we obtain the expression in (4.33) for the optimal PSDU frame size. 

             Our objective is to maximize the network energy efficiency subject to the minimum rate 

constraint, which is given by 

 (P)     max 
 

    
𝑓(𝑁T, 𝑁cpb)

𝑔(𝑁T, 𝑁cpb)
=

𝑁T𝑃SHR𝑃PHR(𝑃CW)
𝑁T
𝑛

(𝑁T ⋅ 𝜀B + 𝜀OH + 𝜀ST)
, (4.34a) 
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 s. t.    
𝑁T𝑃SHR𝑃PHR(𝑃CW)

𝑁T
𝑛

𝑇SHR + 𝑇PHR + 𝑁T𝑇sym
≥ 𝑅0𝑁S, (4.34b) 

The Lagrangian of (4.34) can be expressed as 

 ℒ(𝑁T, 𝑁cpb, 𝜆) = 𝜂(𝑁T, 𝑁cpb) + 𝜆(𝑅(𝑁T, 𝑁cpb) − 𝑅0𝑁S), (4.35) 

where 𝜆 is the Lagrangian variable associated with the minimum rate constraints. 

Lemma 3: 

            The optimal solution, (𝑁T
∗, 𝑁cpb

∗ ), and the corresponding Lagrangian dual variable 𝜆∗ must 

satisfy the following Karush-Kuhn-Tucker (KKT) conditions 

 𝛻𝑁T
𝜂(𝑁T

∗, 𝑁cpb
∗ ) + 𝜆∗𝛻𝑁T

𝑅(𝑁T
∗, 𝑁cpb

∗ ) = 0, (4.36a) 

 𝛻𝑁cpb
𝜂(𝑁T

∗, 𝑁cpb
∗ ) + 𝜆∗𝛻𝑁cpb

𝑅(𝑁T
∗, 𝑁cpb

∗ ) = 0, (4.36b) 

 𝜆∗[𝑅(𝑁T
∗, 𝑁cpb

∗ ) − 𝑅0𝑁S] = 0, and 𝜆∗ ≥ 0, (4.36c) 

where 𝛻𝑥 denotes the gradient with respect to 𝑥. Any point that satisfies (4.36a)-(4.36b) is called a 

stationary point. Complementary slackness and dual feasibility conditions are expressed in (4.36c). 

These conditions suggest that if the minimum rate constraint is satisfied, 𝑅(𝑁T, 𝑁cpb) > 𝑅0𝑁S, 

then 𝜆∗ = 0. Otherwise, we have 𝜆∗ > 0. 

            The problem (4.34) is a single-ratio fractional program and it can be solved using the dual 

fractional program [70]. Let ℎ(𝑁T, 𝑁cpb) denote the constraint of (4.34) such as 

 ℎ(𝑁T, 𝑁cpb) = 𝑅0𝑁S −
𝑁T𝑃SHR𝑃PHR(𝑃CW)

𝑁T
𝑛

𝑇SHR + 𝑇PHR + 𝑇sym𝑁T
, (4.37) 

Then, the dual fractional program can be expressed as 

 (D) min
𝜆≥0

[max
𝑁T

𝑓(𝑁T, 𝑁cpb) − 𝜆ℎ(𝑁T, 𝑁cpb)

𝑔(𝑁T, 𝑁cpb)
], (4.38) 
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Problem (4.38) can be solved iteratively. We first fix 𝜆 and use any line search method to solve 

(4.38), and we obtain 𝑁T
∗. Next, we update the dual variable 𝜆 as 

 𝜆𝑙+1 = [𝜆𝑙 − 𝛼𝑙(𝑅(𝑁T
∗, 𝑁cpb) − 𝑅0𝑁S)]

+
, (4.39) 

where the operator [𝑥]+ denotes max(𝑥, 0) and 𝛼𝑙  is the step size of the 𝑙th iteration. We keep 

iterating until the stopping condition is satisfied. The algorithm terminates when the relative 

change in 𝑁T between two iterations is less than some tolerance, i.e, |𝑁T(𝑙 + 1) − 𝑁T(𝑙)|/𝑁T(𝑙) ≤

𝛥 [68].  

4.2.3 Algorithm 

Algorithm 1. CLOEE – Cross-Layer Optimization for Energy 

Efficiency for IEEE 802.15.6 IR-UWB 

1: function CLOEE(𝜀B, 𝜀OH, 𝜀ST, 𝑇SHR, 𝑇PHR, 𝑇p, 𝑅0, 𝑁S) 

2:     Set an all-zeros vector 𝐍T of size |{𝑁cpb}| and 𝑛 ← 0 

3:     for 𝐍cpb = {1,2,4,8,16,32} do 

4:         Set 𝑙 ← 0 and solve (4.24) to obtain 𝑁T(𝑙) 

5:         Set 𝜆(𝑙) ← max (𝑅0𝑁S − 𝑅 (𝑁T(𝑙), 𝐍cpb(𝑛)) , 0) 

6:         if 𝑅 (𝑁T(𝑙), 𝐍cpb(𝑛)) ≥ 𝑅0𝑁S then 

7:             𝐍T(𝑛) ← 𝑁T(𝑙) 
8:         else 

9:             if 𝑅 (𝑁T
THR(𝑙), 𝐍cpb(𝑛)) > 𝑅0𝑁S then 

10:                 repeat 

11:                     Solve (4.38) to obtain 𝑁T(𝑙) 

12:                     Update 𝜆(𝑙 + 1) using (4.39) 

13:                     Set 𝑙 ← 𝑙 + 1 

14:                 until stopping criteria is satisfied 

15:                 𝐍T(𝑛) ← 𝑁T(𝑙) 
16:             else 

17:                 𝐍T(𝑛) ← 𝑁T
THR 

18:             end if 

19:         end if 

20:         𝑛 ← 𝑛 + 1 
21:     end for 

22:     (𝑁T
∗, 𝑁cpb

∗ ) ← arg max(𝑁T,𝑁cpb) 𝜂(𝐍T, 𝐍cpb) 

23: end function 
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            The proposed algorithm, CLOEE, is summarized in Algorithm 1. We identify three 

scenarios. First, if the throughput at 𝑁T
EE satisfies the rate constraint, i.e., 𝑅(𝑁T

EE, 𝑁T
cpb

) > 𝑅0𝑁S, 

then 𝑁T
EE  is obtained in a single-step using (4.24). This occurs often for short to medium link 

distances. Second, if the throughput at 𝑁T
EE does not satisfy the rate constraint, but 𝑁T

THR satisfies 

it, i.e., 𝑅(𝑁T
EE) < 𝑅0𝑁S and 𝑅(𝑁T

THR) > 𝑅0𝑁S, then we solve (4.38). In the link adaptation, this 

typically occurs during the mode transitions. Lastly, for long link distances, when there is no 𝑁T 

that satisfies the rate constraint at 𝑁cpb, we assign 𝑁T
THR to 𝑁T. 

4.2.4 Simulation Results 

            Figs. 4.2(a)-(b) illustrate the dependence of the energy efficiency and throughput on the 

PSDU frame size. The points 𝑁T
EE, 𝑁T

THR, and 𝑁T
∗ are also shown. The results are given for a link 

distance of 8.4 meters, where error probability is high. Rates with 𝑁cpb ∈ {1,2,4} perform very 

poorly, whereas the higher orders achieve better performance. Note that at a shorter distance, the 

order of these curves can be different and the performance depends on the link distance, see 

Figs. 4.3(c)-(d). 

            Then we evaluate the performance of CLOEE. For comparison, we also simulate numerous 

static strategies and an exhaustive search approach. The performance results presented in this 

section are obtained by using MATLAB. The channel characteristics of WBANs vary with the 

patient’s attributes (e.g., gender, weight, fat), radiation pattern that shapes the specific absorption 

rate (SAR), and patient motions. In this section, the channel model in [71] is used to characterize 

the propagation environment in the 3.1-10.6 GHz band, for which the path loss is [71] 𝐿(𝑑) = 𝑎 ⋅

log10(𝑑) + 𝑏 + 𝜒 , where 𝑎  and 𝑏  are constants, 𝑑  is the distance in millimeters, and 𝜒  is a 

Gaussian distributed random variable with a zero mean and a variance 𝜎2. Typical values for a 

hospital room are 𝑎 = 19.2, 𝑏 = 3.38, and 𝜎 = 4.40 [71]. The noise spectral density is taken as 
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−174 dBm/Hz, 𝑊rx as 499.2 MHz, noise figure as 10 dB, and implementation margin as 5 dB 

[20]. A non-coherent receiver and hard decision combining is considered, 𝜌𝑟 = 0, and 𝜌𝑐 = 0. For 

the energy consumption model, we have 𝜀𝑝 = 20  pJ, 𝑃COR = 10.08  mW, 𝑃ADC = 2.2  mW, 

𝑃LNA = 9.4 mW, 𝑃VGA = 22 mW, 𝑃SYN = 30.6 mW, 𝑃GEN = 2.8 mW, and 𝑇ST = 400 𝜇s [66]. 

 

(a) 

 

(b) 

Figure 4.2. Energy efficiency and throughput versus the PSDU frame size at 8.4 meters for 𝑅0  =
 15 kbits/sec and 𝑁𝑆  =  24 nodes. 
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(a) 

 

(b) 

Figure 4.3. Link adaptation results for maximizing the energy efficiency. 
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(c) 

 

(d) 

Figure 4.3. (Continued) 
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Figure 4.4. One-hop star network topology for WBANs consisting of multiple nodes and a hub. 

Nodes send their application requirements and the hub sends back their channel access 

probabilities.  

           Link distance and channel characteristics strongly influence the optimal PHY and MAC 

layer parameters for link adaptation. Figs. 4.3(a)-(d) depict the link adaptation optimization as a 

function of the PSDU frame size and the number of pulses per burst when the link distance varies 

from one to ten meters. Figs. 4.3(a)-(b) present the corresponding values of 𝑁T and 𝑁cpb obtained 

using CLOEE. It can be observed that for distances up to 7.5 meters, longer frame sizes and higher 

data rates (few pulses per burst) provide the highest energy efficiency. For longer link distances, 

due to the lower SNR and thereby higher error probability, shorter frames sizes and more pulses 

per burst are preferred. For example, PSDU frame size decreases steeply after 7.5 meters and the 

optimal number of pulses per burst soars to its maximum number of 32. In Figs. 4.3(c)-(d), the 

performance of five static strategies, exhaustive search, and CLOEE are evaluated. The 

performance of CLOEE and exhaustive search overlap which demonstrates the advantage of 
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CLOEE since its computational complexity is much smaller. As expected, CLOEE outperforms 

the static strategies in various performance metrics. For instance, the performance of (𝑁cpb, 𝑁T) =

(1,2616) and CLOEE are similar for short distances up to 4  meters. Beyond this point, the 

performance of (𝑁cpb, 𝑁T) = (2,2616)  decays quickly, whereas CLOEE satisfies the QoS 

constraints up to 8.8 meters, indicating its extended transmission range about a factor of two. Also, 

(𝑁cpb, 𝑁T) = (32,2616) provides a very robust transmission, but it is highly inefficient for short 

distances since it achieves only 6.2 Mbits/Joule, whereas CLOEE offers 57.5 Mbits/Joule at the 

same distance, indicating close to an order of magnitude gain. 

4.3 EECAP - Energy Efficiency Optimization of Channel Access Probability 

4.3.1 Network Topology and Channel Access Probabilities 

            As shown in Fig. 4.4, consider a one-hop star topology for WBAN, which has one hub and 

𝑁𝑠  nodes. For node 𝑖 , 𝑖 = 1,2, . . . , 𝑁𝑠 , the channel access probability, PSDU frame body size, 

distance from the hub and its minimum rate constraint are denoted as 𝜏𝑖 , 𝑁𝑖
𝑇 , 𝑑𝑖 , and 𝑅𝑖

𝑚𝑖𝑛 , 

respectively. The scenario we investigate is that every node contends for the medium and the hub 

works as a controller to determine the optimal access probability of the nodes. Fig. 4.4 depicts an 

example scenario where multiple nodes report their requirements, denoted by 𝜃𝑖, and the hub sends 

back their channel access probabilities that solve the maximization problem. The node 

requirements can be multi-bit signals, and are application and node specific addressing a variety 

of constraints such as the rate, delay, power, reliability, QoS, and security levels. In this paper, we 

only focus on the minimum rate constraint for simplicity, i.e., 𝜃𝑖 = 𝑅𝑖
𝑚𝑖𝑛, although the proposed 

framework can address multiple constraints at the same time. 

            Similar to the channel states described in [72] and [73] for IEEE 802.11 networks, we 

define three channel states for the one-hop star WBAN: 
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• Successful transmission: one of the nodes gets the channel and successfully transmits 

its packets; 

• Collision: more than one user transmit packets and they collide; 

• Idle channel: none of the nodes transmits. 

            For node 𝑖, the probability of successful transmission is 

 𝑃𝑖
𝑆 = 𝜏𝑖 ∏(1 − 𝜏𝑗)

𝑗≠𝑖

= 𝜏𝑖(1 − 𝑝𝑖), (4.40) 

where 

 𝑝𝑖 = 1 − ∏(1 − 𝜏𝑗)

𝑗≠𝑖

, (4.41) 

is the collision probability experienced by node 𝑖 because of other nodes [73]. Then the probability 

of successful transmission for all the nodes is the sum of each node’s probability of success, 

 𝑃𝑆 = ∑ 𝑃𝑖
𝑆

𝑖
= ∑ 𝜏𝑖(1 − 𝑝𝑖)

𝑖
. (4.42) 

For the case of collision, the probability is given by, 

 𝑃𝐶 = 1 − 𝑃𝑆 − 𝑃𝐼 , (4.43) 

where 𝑃𝐼 is the probability of an idle channel, 

 𝑃𝐼 = ∏(1 − 𝜏𝑖)

𝑖

.  (4.44) 

The probabilities in (4.42)- (4.44) can be expressed by linear functions of 𝜏𝑘 , 𝑘 = 1,2, . . . , 𝑁𝑠, 

which are shown below: 

 𝑃𝑆 = 𝑥𝑘
𝑆𝜏𝑘 + 𝑦𝑘

𝑆, (4.45) 

 𝑃𝐶 = 𝑥𝑘
𝐶𝜏𝑘 + 𝑦𝑘

𝐶 , (4.46) 

 𝑃𝐼 = 𝑥𝑘
𝐼 𝜏𝑘 + 𝑦𝑘

𝐼 , (4.47) 

where 
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𝑥𝑘

𝐶 = ∑ 𝜏𝑖

1 − 𝑝𝑖

1 − 𝜏𝑘
𝑖≠𝑘

, (4.48) 

 𝑥𝑘
𝑆 = 1 − 𝑝𝑘 − 𝑥𝑘

𝐶 , (4.49) 

 𝑥𝑘
𝐼 = 𝑝𝑘 − 1, (4.50) 

and 

 𝑦𝑘
𝑆 = 𝑥𝑘

𝐶 , (4.51) 

 𝑦𝑘
𝐶 = 𝑝𝑘 − 𝑥𝑘

𝐶 , (4.52) 

  𝑦𝑘
𝐼 = 1 − 𝑝𝑘, (4.53) 

These terms will help us obtain closed-form expressions in Section 4.3.4. 

4.3.2 Energy Consumption Model 

            We use the same energy consumption model as in Section 4.2.1, but we further define the 

energy consumptions for each of the three channel states described in Section 4.3.1. For successful 

transmission, the energy consumed is 

 𝜀𝑖
𝑆 = 𝜀𝐵𝑁𝑖

𝑇 + 𝜀𝑂𝐻 + 𝜀𝑆𝑇 , (4.54) 

where 𝜀𝐵 stands for the energy required to transmit and receive a payload bit, 𝜀𝑂𝐻 is the energy 

consumed for the transmission and reception of the overhead, 𝜀𝑆𝑇 means the startup energy. The 

PSDU frame size for node 𝑖 is denoted as 𝑁𝑖
𝑇. When collision happens, the energy is given by 

 𝜀𝑖
𝐶 = 𝜀𝐵

𝑇𝑥𝑁𝑖
𝑇 + 𝜀𝑂𝐻

𝑇𝑥 + 𝜀𝑆𝑇
𝑇𝑥, (4.55) 

where 𝜀𝐵
𝑇𝑥, 𝜀𝑂𝐻

𝑇𝑥  and 𝜀𝑆𝑇
𝑇𝑥 are defined similarly as the energy required for payload bit, overhead and 

startup in transmission only. When the channel is idle, we assume that no energy is consumed, i.e., 

𝜀𝐼 = 0. Our model can be easily adapted to new cases when we consider the energy consumed by 

the circuits during the idle channel. 

            The details about the energy consumption model for different detector, modulation, and 

demodulation types can be found in [66]. 
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4.3.3 Time Duration Model 

            The time duration will also be different for each of the three channel states. If node 𝑖 

successfully transmits its packet and receives the acknowledgement packet from the hub, the time 

duration is given by 

 𝑇𝑖
𝑆 = 𝑇𝑖

𝑃𝑃𝐷𝑈 + 𝑇𝐴𝐶𝐾 + 2𝑇𝑝𝑆𝐼𝐹𝑆 + 2𝜎𝑖, (4.56) 

where  𝑇𝑖
𝑃𝑃𝐷𝑈 = 𝑇𝑆𝐻𝑅 + 𝑇𝑃𝐻𝑅 + 𝑁𝑇𝑖𝑇𝑠𝑦𝑚 is node 𝑖’s PPDU time duration, which has been defined 

in Section 4.1.2.  𝑇𝐴𝐶𝐾 = 𝑇𝑆𝐻𝑅 + 𝑇𝑃𝐻𝑅 + 𝑁𝑇
𝑚𝑖𝑛𝑇𝑠𝑦𝑚 is the time duration of the acknowledgement 

packet that sent from the hub. We assume it uses the minimum frame length, 𝑁𝑇
𝑚𝑖𝑛 = 126 bits 

[20]. The time period of the short interframe spacing is 𝑇𝑝𝑆𝐼𝐹𝑆 = 75 𝜇𝑠 [20]. The propagation time 

is denoted by 𝜎𝑖. The time spent in the scenario of collision is given by 

 𝑇𝑖
𝐶 = 𝑇𝑖

𝑃𝑃𝐷𝑈 + 𝑇𝑝𝑆𝐼𝐹𝑆 + 𝜎𝑖. (4.57) 

The time period in an idle channel is given by the CSMA slot time period. From [20], we have 

𝑇𝐼 =  292 𝜇𝑠 and it is used in the expression for the throughput. 

4.3.4 Problem Formulation 

            The energy efficiency and throughput which consider the channel access probabilities are 

defined to aid the problem formulation: 

Definition 4: 

            The energy efficiency for node 𝑖  is defined as the successfully transmitted payload 

information divided by the average energy consumption, which can be expressed as 

 

𝜂𝑖 =
𝑁𝑖

𝑇𝑃𝑖
𝑆𝑃𝑖

𝑆𝐻𝑅𝑃𝑖
𝑃𝐻𝑅(𝑃𝑖

𝐶𝑊)
𝑁𝑖

𝑇

𝑛

𝑃𝑆𝜀𝑖
𝑆 + 𝑃𝐶𝜀𝑖

𝐶 + 𝑃𝐼𝜀𝑖
𝐼 . (4.58) 

Definition 5: 
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            Node 𝑖’s throughput is defined as the number of successfully transmitted payload bits 

divided by the average time duration, which is given by 

 

𝑅𝑖 =
𝑁𝑖

𝑇𝑃𝑖
𝑆𝑃𝑖

𝑆𝐻𝑅𝑃𝑖
𝑃𝐻𝑅(𝑃𝑖

𝐶𝑊)
𝑁𝑖

𝑇

𝑛

𝑃𝑆𝑇𝑖
𝑆 + 𝑃𝐶𝑇𝑖

𝐶 + 𝑃𝐼𝑇𝑖
𝐼 . (4.59) 

Lemma 5: 

            The derivative of the node 𝑘’s throughput with respect to 𝜏𝑘 is a monotonically increasing 

function, i.e., 𝜕𝑅𝑘/𝜕𝜏𝑘 ≥ 0. 

Proof: 

            The derivative of 𝑅𝑘 respect to 𝜏𝑘 is, 

 

𝜕𝑅𝑘

𝜕𝜏𝑘
=

[𝑁𝑘
𝑇(1 − 𝑝𝑘)𝑃𝑘

𝑆𝐻𝑅𝑃𝑘
𝑃𝐻𝑅(𝑃𝑘

𝐶𝑊)
𝑁𝑘

𝑇

𝑛 ] 𝑌𝑇

(𝑋𝑇 ∙ 𝜏𝑘 + 𝑌𝑇)2
. 

(4.60) 

Since 𝑇𝑘
𝑆 > 𝑇𝑘

𝐶 as in [74], 

 𝑌𝑇 = 𝑦𝑘
𝑆𝑇𝑘

𝑆 + 𝑦𝑘
𝐶𝑇𝑘

𝐶 + 𝑦𝑘
𝐼 𝑇𝐼 = 𝑥𝑘

𝐶𝑇𝑘
𝑆 + (𝑝𝑘 − 𝑥𝑘

𝐶)𝑇𝑘
𝐶 + (1 − 𝑝𝑘)𝑇𝐼 ≥ 0. (4.61) 

Therefore, 𝜕𝑅𝑘/𝜕𝜏𝑘 ≥ 0. 

            Consequently, the minimum value of 𝜏𝑘 that satisfies the rate constraint can be obtained 

by letting 𝑅𝑘 = 𝑅𝑘
𝑚𝑖𝑛, then 

 
(𝜏𝑘

𝑚𝑖𝑛)𝑇𝐻𝑅 =
𝑅𝑘

𝑚𝑖𝑛 ∗ 𝑌𝑇

𝑁𝑘
𝑇(1 − 𝑝𝑘)𝑃𝑘

𝑆𝑃𝑘
𝑆𝐻𝑅𝑃𝑘

𝑃𝐻𝑅(𝑃𝑘
𝐶𝑊)

𝑁𝑘
𝑇

𝑛 − 𝑅𝑘
𝑚𝑖𝑛 ∗ 𝑋𝑇

, (4.62) 

where 

 𝑋𝑇 = 𝑥𝑘
𝑆𝑇𝑘

𝑆 + 𝑥𝑘
𝐶𝑇𝑘

𝐶 + 𝑥𝑘
𝐼 𝑇𝑖

𝐼 , (4.63) 

and 

 𝑌𝑇 = 𝑦𝑘
𝑆𝑇𝑘

𝑆 + 𝑦𝑘
𝐶𝑇𝑘

𝐶 + 𝑦𝑘
𝐼 𝑇𝑖

𝐼 , (4.64) 

If (𝜏𝑘
𝑚𝑖𝑛)𝑇𝐻𝑅 ∉ (0,1), there is no feasible solution for 𝜏𝑘 that satisfies the rate constraint. 
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Lemma 6: 

             If 𝑃𝑘
𝐶𝑊 ∈ (0,1) holds, then the optimal PSDU frame length for the node 𝑘’s throughput is 

given by 

 

(𝑁𝑘
𝑇)𝑇𝐻𝑅 = [−

[𝑛 + log(𝑃𝑘
𝐶𝑊)] ∗ 𝑇𝑂

log(𝑃𝑘
𝐶𝑊) ∗ 𝑇𝑁

]
𝑁𝑇

𝑚𝑖𝑛

𝑁𝑇
𝑚𝑎𝑥

, (4.65) 

where 

 𝑇𝑂 = 𝑃𝑆(𝑇𝑆𝐻𝑅 + 𝑇𝑃𝐻𝑅 + 𝑇𝐴𝐶𝐾 + 2𝑇𝑝𝑆𝐼𝐹𝑆 + 2𝜎) + 𝑃𝐶(𝑇𝑆𝐻𝑅 + 𝑇𝑃𝐻𝑅 + 𝑇𝑝𝑆𝐼𝐹𝑆

+ 𝜎𝑘) + 𝑃𝐼𝑇𝑘
𝐼 , 

(4.66) 

and 

 𝑇𝑁 = (𝑃𝑆 + 𝑃𝐶)𝑇𝑠𝑦𝑚. (4.67) 

If 𝑃𝑘
𝐶𝑊 = 0, then the throughput is always zero, 𝑅𝑘 = 0. If 𝑃𝑘

𝐶𝑊 = 1, then (𝑁𝑘
𝑇)𝑇𝐻𝑅 = 𝑁𝑇

𝑚𝑎𝑥. 

            Our problem (EE) is to maximize the network energy efficiency subject to the minimum 

rate constraint and the access probability constraint, which is given by 

 (EE)      max ∑ 𝜂𝑖
𝑖

  

s. t.      𝑅𝑖 ≥ 𝑅𝑖
𝑚𝑖𝑛 

            ∑ 𝜏𝑖
𝑖

≤ 1 

             0 ≤ 𝜏𝑖 ≤ 1 

                                 𝑁𝑇
𝑚𝑖𝑛 ≤ 𝑁𝑖

𝑇 ≤ 𝑁𝑇
𝑚𝑎𝑥 . 

(4.68) 

The Lagrangian of (4.68) is given by 

 𝐿 = ∑ 𝜂𝑖
𝑖

+ ∑ 𝜆𝑖(𝑅𝑖 − 𝑅𝑖
𝑚𝑖𝑛)

𝑖
+  𝜇 (1 − ∑ 𝜏𝑖

𝑖
), (4.69) 

where 𝜆𝑖 is the Lagrangian variable associated with the minimum rate constraint of node 𝑖 and 𝜇 

is the Lagrangian variable related to the access probability constraint. Another important objective 

that is widely used in resource allocation problems is the sum of the logarithm of energy 
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efficiencies. To solve this problem, we replace the expression ∑ 𝜂𝑖𝑖  in (4.68) and (4.69) with  

∑ log 𝜂𝑖𝑖 , and refer to the problem as (LogEE). The LogEE problem trades off efficiency to provide 

higher fairness. 

      The channel access probability and the PSDU frame length for all the nodes can be expressed 

as the vectors below 

 𝛕 = [𝜏1, 𝜏2, … , 𝜏𝑁𝑠
], (4.70) 

 𝐍𝐓 = [𝑁1
𝑇 , 𝑁2

𝑇 , … , 𝑁𝑁𝑠

𝑇 ], (4.71) 

where the symbols in bold and not italic define vectors. The optimal solution, (𝛕∗, 𝐍𝐓
∗), as well as 

the corresponding Lagrangian variables 𝛌∗ = [𝜆1
∗, 𝜆2

∗, … , 𝜆𝑁𝑠

∗]  and 𝜇∗  can be obtained by 

applying the Karush–Kuhn–Tucker optimality conditions, which are given by 

                ∑ ∇𝛕𝜂𝑖
𝑖

(𝛕∗, 𝐍𝐓
∗) + ∑ 𝜆𝑖

∗∇𝛕𝑅𝑖
𝑖

(𝛕∗, 𝐍𝐓
∗) − 𝜇∗∇𝛕 (∑ 𝜏𝑖

∗

𝑖
) = 0, 

                          ∑ ∇𝐍𝐓
𝜂𝑖

𝑖
(𝛕∗, 𝐍𝐓

∗) + ∑ 𝜆𝑖
∗∇𝐍𝐓

𝑅𝑖
𝑖

(𝛕∗, 𝐍𝐓
∗) = 0, 

𝜆𝑖
∗[𝑅𝑖(𝛕∗, 𝐍𝐓

∗) − 𝑅𝑖
𝑚𝑖𝑛] = 0 𝑎𝑛𝑑 𝜆𝑖

∗ ≥ 0, 

                                           𝜇∗[1 − ∑ 𝜏𝑖
∗

𝑖 ] = 0 𝑎𝑛𝑑 𝜇∗ ≥ 0,  

(4.72) 

where ∇𝑥 is the gradient of a function with respect to the variable x. The problem (4.68) is a single-

ratio fractional program and it can be translated into a dual fractional program, after which is 

solved via the Gauss-Seidel iterative method [68]. The dual fractional program is given by [70] 

 (Dual − EE)        min
𝛌,𝜇≥0

[max
𝛕,𝐍𝐓 

𝐿]. (4.73) 

We denote this dual fractional program as (Dual-EE) if the maximization of the sum of energy 

efficiency is considered. If the sum of the logarithmic energy efficiency is evaluated, the 

corresponding Lagrangian will be used and the dual fractional program will be named as (Dual-

LogEE). 
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            If there is no possible solution for problem (4.68), we will solve the problem (LogTHR) 

shown below, 

 (LogTHR)    max
𝛕,𝐍𝐓 

(∑ log 𝑅𝑖
𝑖

) 

s. t.     ∑ 𝜏𝑖
𝑖

≤ 1 

             0 ≤ 𝜏𝑖 ≤ 1 

                                𝑁𝑇
𝑚𝑖𝑛 ≤ 𝑁𝑖

𝑇 ≤ 𝑁𝑇
𝑚𝑎𝑥 . 

(4.74) 

 

Algorithm 2. EECAP – Energy Efficiency Optimization of Channel 

Access Probabilities 

1: Given 𝐝, 𝐡, 𝐑𝐦𝐢𝐧 and 𝑁S 

2: Initialize 𝛕 and 𝐍T 

3: repeat  

4:     for node 𝑘 = {1,2, … , 𝑁S} do 

5:         solve (4.62) to obtain 𝜏𝑘,min
THR      

6:         solve (4.65) to obtain 𝑁𝑘,T
THR 

7:     end for 
8: until stopping criteria is satisfied 

9: if 𝑅𝑘(𝛕𝑘,min
THR , 𝐍𝑘,T

THR) ≥ 𝑅𝑘
min and ∑ 𝜏𝑘,min

THR
𝑘 ≤ 1 then 

10:     repeat 

11:         for node 𝑘 = {1,2, … , 𝑁S} do 

12:             solve (4.73) to obtain (𝜏𝑘)EE and (𝑁𝑘
T)EE  

13:             𝜆𝑘 = max(𝑅𝑘
min − 𝑅𝑘(𝛕EE, 𝐍T

EE), 0) 

14:         end for 

15:         𝜇EE = max(∑ (𝜏𝑘)EE
𝑘 − 1,0) 

16:     until stopping criteria is satisfied 

17:     return (𝛕⋆, 𝐍T
⋆ ) = (𝛕EE, 𝐍T

EE) 

18: else 

19:     repeat 

20:     for node 𝑘 = {1,2, … , 𝑁S} do 

21:         solve (4.74) to obtain (𝜏𝑘)LogTHR and (𝑁𝑘
T)LogTHR 

22:     end for 

23:     𝜇LogTHR = max(∑ (𝜏𝑘)LogTHR
𝑘 − 1,0) 

24:     until stopping criteria is satisfied 

25:     return (𝛕⋆, 𝐍T
⋆ ) = (𝛕LogTHR, 𝐍T

LogTHR
) 

26: end if 
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The problem (4.74) can be solved numerically by taking the Lagrangian and turning into a dual 

fractional problem. Then the optimal access probability 𝛕LogTHR can be solved iteratively and the 

optimal frame size (𝐍𝐓)LogTHR can be calculated by (4.65). 

4.3.5 Algorithm 

            Our algorithm for the problem (4.68) includes three subproblems. We call them MIN-THR, 

OPT-L and OPT-LogTHR. The MIN-THR determines if the problem has a feasible solution over 

the space of 𝛕 and𝐍𝐓. If MIN-THR succeeds, OPT-L will be implemented to determine the optimal 

solution that maximizes the energy efficiency under the constraints and solves the dual fractional 

program in (4.73). If MIN-THR fails, it means that there is no such a feasible solution that satisfies 

all the constraints, then OPT-LogTHR is applied and the solution that maximizes the sum of the 

logarithmic throughput will be the outcome. In this case, the energy efficiency is not considered 

and this typically occurs for high minimum rate constraints or at medium to high link distances 

between the nodes and hub. The proposed algorithm is presented in Algorithm 2. 

4.3.6 Simulation Results 

            In this section, we evaluate the performance of our algorithm for the energy efficiency 

optimization under the rate and access probability constraints in MATLAB. The value of 𝑁cpb is 

determined according to the link distances reported in Fig. 4.3(a). Therefore, in this simulation, 

we only do a joint optimization of the frame size and the channel access probability. This is 

different from the results generated by the first algorithm CLOEE. In CLOEE, we did a joint 

optimization of the frame size and the number of pulses per burst. It is a cross-layer optimization 

because frame size is a parameter in MAC layer and the number of pulses per burst is a PHY 

parameter. We employ the UWB channel model for WBANs in [71]. The values of the parameters 

in the energy consumption model are the same in Section 4.2.4. 
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Figure 4.5. Feasibility regions of the (EE) and (LogEE) problems with and without constraints are 

depicted as a function of access probabilities of the two nodes. Link distance is 1 meter and the 

minimum rate constraint is taken as 1 Mbits/sec for node 1 and 0.5 Mbits/sec for node 2. 
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Figure 4.5. (Continued) 
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Figure 4.6. Energy efficiency versus iterations. Convergence of the proposed algorithm for the 

simulation in Fig. 4.5(b). 

            In Figs. 4.5(a)-(d), we first investigate the feasible regions of Problems (EE) and (LogEE) 

with and without rate constraints. For visual clarity, we present the results for only two nodes. Fig. 

4.5(a) depicts the sum of energy efficiencies under no constraints. It can be observed that the 

maximum energy efficiency is obtained when either node’s access probability is zero. Similarly, 

the sum of logarithmic energy efficiency is plotted in Fig. 4.5(c) without any constraint. The 

maximum is at (0+, 0+). The reason for this is that since the collisions will waste energy and idle 

channel does not cost any energy, the system will try to avoid collisions at the sacrifice of reduced 

access probability. The sum of logarithmic energy efficiency (LogEE) provides a fair solution 

between the two nodes. Figs. 4.5(b) and (d) illustrate the feasible region with the rate and access 

constraints. We also plot the solution of EECAP with star and show its evolution over 200 

iterations. We set the distance to be 1 meter for both nodes so that the optimal PSDU frame length 

is its maximum length. The rate constraint is set to be (𝑅1
𝑚𝑖𝑛, 𝑅2

𝑚𝑖𝑛) = (1, 0.5) Mbit/s. The optimal 
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solution 𝛕𝐄𝐄
∗  is (0.1430, 0.0770) in Fig. 4.5(b) and 𝛕𝐥𝐨𝐠𝐄𝐄

∗ =  (0.1610, 0.1410) in Fig. 4.5(d). We 

can see that for the Problem (EE), 𝜏1
∗ is approximately twice as 𝜏2

∗, but for the (LogEE) problem, 

this is not the case since fairness is favored. For both cases, our algorithm is able to approach to 

the optimal solution in a limited number of iterations. We show the rapid convergence of our 

proposed algorithm in Fig. 4.6. It depicts the energy efficiency versus iterations. Note that these 

are also the results shown in Fig. 4.5(b). We set the initial value of the access probability as (0.01, 

0.01), so that the sum of the energy efficiency is higher at first, but does not satisfy the rate 

constraints. After about 5 iterations, it steps into the feasible region and starts to look for the 

optimal solution that maximize the sum of energy efficiency. We can see that the fluctuations get 

smaller as more iterations are performed. 

 

Figure 4.7. Link distance adaptation results for sum energy efficiency maximization under the rate 

and access probability constraints. Rate constraint is 1 Mbit/sec and the number of nodes is 2. 
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Figure 4.7. (Continued) 
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Figure 4.8. Optimal access probabilities versus the number of nodes for sum energy efficiency 

maximization with minimum rate constraint of 1 Mbits/s and link distances of 1 meter. 

            The distance between the node and the hub has a strong impact on the optimal channel 

access probability and frame length, since the probability of successful delivery of frames drops 

as the distance increases. We depict the distance versus the optimal access probability, optimal 

PSDU frame size, and sum of energy efficiencies, respectively, in Figs. 4.7(a)-(c). The number of 

nodes is 2 and the rate constraint is fixed to 18 Kbps. Only node 1’s optimal access probability is 

displayed since the nodes are identical in this setting. When the distance grows above 7.5 meters, 

the error probability starts to increase significantly, which results in a sudden increase of the 

optimal access probability and a steep decrease of the optimized frame size. The same observation 

for the frame size was also reported in the results of CLOEE. The maximum energy efficiency also 

drops with distance. The transitions in Figs. 4.7(a)-(c) reflect the points where 𝑁𝑐𝑝𝑏 changes. For 

example, at the link distances from 𝑑 = 7.8𝑚 to 𝑑 = 8𝑚, the decrease in the optimal access 
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probability (see Fig. 4.7(a)) and the increase in frame length (see Fig. 4.7(c)) are due to the 

selection of a higher 𝑁cpb value to increase robustness. 

 

Figure 4.9. Optimal channel access probability solving (Dual-EE) and (LogTHR) for different 

values of minimum rate constraint in which the network has two nodes at link distances of 1 meter. 

            Figure 4.8 depicts the effect of the number of nodes on the optimal channel access 

probability that maximize the sum of energy efficiencies. The rate constraint fixed at 1 Mbits/sec. 

The node distances to the hub are taken as 1 meter and the number of nodes increases from two to 

ten. For an individual node, its optimal access probability decreases as the number of nodes grows. 

However, when we consider the overall system utilization, defined as the sum of individual access 

probabilities, it increases with the number of nodes.  

            Figure 4.9 shows the optimal access probability versus the rate constraints. The number of 

nodes is 2 and the distance is 1 meter. We note the upper bound of the minimum rate constraint is 

1.475 Mbits/s. There is no feasible solution beyond this limit and the subproblem OPT-LogTHR 
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is solved to find the optimal access probability that maximizes the sum of logarithmic throughput. 

Before the upper bound, the optimal access probability exhibits an exponential increase with 

respect to the rate constraints. 

4.4 Concluding Remarks 

            We designed two algorithms for energy efficiency optimization in IEEE 802.15.6 IR-UWB 

WBANs. 

            Low energy consumption, reliability, and high energy efficiency are essential for the 

operation of WBAN devices. The energy efficiency of WBANs closely depends on the choice of 

PHY and MAC layer related parameters. We have proposed a cross-layer optimization for network 

energy efficiency maximization for IEEE 802.15.6 IR-UWB WBANs. In particular, we derived a 

closed-form expression to determine the optimal frame size subject to the minimum rate 

constraints; further a search is performed for optimal number of pulses per burst. Our simulation 

results demonstrate that the proposed CLOEE algorithm achieves the same performance as an 

exhaustive search and provides significant improvements in terms of energy efficiency (by an 

order of magnitude) and transmission range (by a factor of two) compared to the static strategies. 

In the future work, the proposed algorithm will be extended to approximate the frame error rate as 

a function of 𝑃𝑏 and 𝑁T to obtain explicit expressions for 𝑁cpb. As a final remark, the proposed 

CLOEE is universal and it can be applied to any network by updating the related frame parameters 

(e.g., size, sampling rate, and coding rate of the PHR, SHR, and PSDU), and bit error probabilities 

over the channel. 

            Considering the channel access probabilities, we first defined three channel states: 

successful transmission, collision and idle channel for the one-hop star WBAN and presented the 

optimum channel access probabilities for each state. Then, we formulated the problem of 
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optimizing the energy efficiency and throughput under the rate constraints and access probability 

constraints. We proposed an algorithm for each problem and evaluated its performance with 

simulations. In the simulations, the results from our algorithm were compared with an exhaustive 

search. It was observed that the proposed algorithm converges fast to the optimal solution. The 

difference of the two kinds of energy efficiency definitions, (EE) and (LogEE) was also 

investigated. Based on our study, we could conclude that the optimal access probability increases 

with the link distance and minimum rate constraint (exponentially) and decreases with the number 

of nodes. 
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CHAPTER 5. GAME THEORETICAL APPROACHES FOR ENERGY EFFICIENCY IN 

WBANS5 

 

5.1 A Tutorial on Game Theory 

            Let us first present a brief review of the basics in game theory. The games can be defined 

in one of the following two ways: strategic and extensive forms. Consider the strategic form which 

is defined by the triple 

 < 𝒦, {𝑆𝑘}𝑘∈𝒦 , {𝑢𝑘}𝑘∈𝒦 >, (5.1) 

where 𝒦 = {1,2, . . . , 𝑁}  is the set of players, 𝑆𝑘  is the set of strategies for player 𝑘 , and 𝑢𝑘 

indicates the set of utilities for player 𝑘. There are three components in a game: players, strategies 

(actions), utilities (payoffs). The utility or payoff measures the level of satisfaction of the player. 

A pure strategy provides a complete definition of how a player will play a game. In particular, it 

determines the move a player will make for any situation it could face. A player’s strategy set is 

the set of pure strategies available to that player. A mixed strategy is an assignment of a probability 

to each pure strategy. This allows for a player to randomly select a pure strategy. Since 

probabilities are continuous, there are infinitely many mixed strategies available to a player.

            A non-cooperative game is a game with competition between individual players. The 

players are assumed to be selfish and try to maximize their own utility. When other players’ 

strategies are fixed, the strategy (or strategies) that produces the most favorable outcome for a 

player is called the best response (BR) of this player. A Nash Equilibrium (NE) is a stable state of 

                                                           
5 This chapter was published in [36]. Permissions are included in Appendix A. 
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a system involving the interaction of different participants, in which no participant can gain by a 

unilateral change of strategy if the strategies of the others remain unchanged. If a profile of actions 

has the feature that all the players play at their BRs, this profile of actions is a NE for this game. 

            Since the players are only concerned with their own payoffs, it is often that the NE is not 

efficient from the viewpoint of the whole system. The famous game, prisoner’s dilemma, offers 

such an example. Pareto optimality (PO) can be used to check whether the solution is efficient or 

not. It is a state of allocation of resources in which it is impossible to make any one individual 

better off without making at least one individual worse off. The Social Optimality (SO) is often 

used as a measure for the efficiency of a strategy vector, which is defined as the profile that 

maximizes the weighted sum-utility. 

 

Figure 5.1. Energy efficiency game in IEEE 802.15.6 UWB WBANs. 

            To improve the overall efficiency and enable some level of cooperation in the game, there 

are two common methods. First method is to provide a recommended strategy by a public signal 

and let each player choose its action according to its observation of the same public signal (e.g. 

the traffic light in a traffic game). If no player has any incentive to deviate from the recommended 
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strategy, then it is called as a Correlated Equilibrium (CE). For the first method, we can consider 

that the hub in a star topology provides the public signal using a broadcast frame. The second 

method is the repeated game in which players participate in repeated interactions within a finite or 

potentially infinite time horizon. Then the game has its history. The assumptions can be 

complete/incomplete information and perfect/imperfect monitoring. The complete information 

means that each player has the information on others. The perfect monitoring means each player 

has the record of all past actions and outcomes. While playing the game, each player tries to 

maximize its expected payoff. 

 

(a) 

Figure 5.2. Best responses of Node 1 and Node 2. 
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(b) 

Figure 5.2. (Continued) 

5.2 Definition of the Energy Efficiency Game 

            Consider again the one-hop star network topology in Fig. 5.1 for two users. We define an 

energy efficiency game that takes into account the rate and access probabilities. The strategy of 

player 𝑘 is the channel access probability 𝜏𝑘 with the utility function where the energy efficiency 

is defined in Chapter 4. This is a game with continuous strategy and can be formulated as a single-

stage or repeated game. This assignment of the strategy and utility can be changed according to 

the specific requirements. We examine the best responses and provide the NE for the single-stage 

game. The frontier of PO is plotted to check the efficiency of the NE. We show that cooperation 
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is need to improve the efficiency of the game. Our observations and conclusions can be extended 

to multiple users. 

5.3 Best Responses and Nash Equilibrium of the Energy Efficiency Game 

 

Figure 5.3. Nash Equilibrium (NE) of single-stage energy efficiency game. 

            The best response of node 𝑘 is its strategy that maximize its own utility when other players’ 

strategies are fixed. For the game with two nodes, when node 1(2)’s access probability is fixed, 

the best response of node 2(1) is the access probability that maximizes 𝑢2 = 𝜂2 (𝑢1 = 𝜂1). The 

results are shown in Fig. 5.2(a-b). By taking the overlap of best responses of two nodes, we obtain 

the NE of the game that is depicted in Fig. 5.3. We observe that there are multiple NEs for this 
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game and most of them are not efficient because they are close to the blue color. Therefore, the 

cooperation is necessary for the energy efficiency game. The possible solutions are CE, game with 

pricing, and repeated games. 

5.4 Cooperation in the Energy Efficiency Game 

5.4.1 Pareto Optimality and Social Optimality 

 

Figure 5.4. Efficiency evaluation of Pareto Optimality (PO), Social Optimality (SO), Correlated 

Equilibrium (CE) and Nash Equilibrium (NE). 

            In Fig. 5.4, we plot the PO, SO, CE, and NE in the coordinates of normalized energy 

efficiency. The PO measures the efficiency of the game and any point below the curve of PO is 

regarded as energy inefficient. We can observe that most of the NEs are not energy efficient. The 

point of SO, CE, and the most efficient NE point coincide. The SO maximizes the weighted sum 

utilities and the utilities are equally weighted in Fig. 5.4. 
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5.4.2 Correlated Equilibrium 

            The CE is a generalization of the NE, where an arbitrator (public signal) helps the players 

to correlate their strategies, so as to favor a decision process in the interplay. In Fig. 5.4, we assume 

that the public signal is sent by the hub that solves the problem of energy efficiency maximization 

and broadcasts each user its channel access probability, 𝜏𝑘. 

5.4.3 Repeated Game 

            A direct extension is to extend the single stage game to a multi-stage repeated games where 

the users are more patient and have discounted utilities. Constructing an equilibrium that gives the 

players incentive to cooperate and not deviate from this equilibrium is an important research 

question that closely depends on the protocol and device specific parameters. Energy efficient 

punishment strategies for cheating player is also an important research area. 

            We develop a repeated game model using the Grim Trigger strategy, the steps are: 1). The 

nodes solve the most efficient solution, denoted as 𝑆∗, by making 𝑅𝑖 = 𝑅𝑖
𝑚𝑖𝑛. 2). The nodes play 

with the implicitly agreed action profile 𝑆∗ if no deviation is detected. 3). If there is a deviation, 

the punishment strategy is playing at 𝜏i = 1, making all other users’ energy efficiency to be zero. 

4). The discounted payoff is 𝑢𝑖 = (1 − δ) ∑ δ𝑡𝜂𝑖
∞
𝑡=0 , where δ is the discount factor. 5). All users 

prefer to cooperate (i.e. play 𝑆∗), if we design the discount factor 𝛿 > max
𝑖

{1 − 𝜂𝑖
𝑆∗

/𝜂𝑖
𝑃}, where  

𝜂𝑖
𝑆∗

 is the energy efficiency when user 𝑖 plays 𝑆∗ and 𝜂𝑖
𝑃 is the energy efficiency when user 𝑖 plays 

the punishment strategy. This repeated game model has the same performance as the most efficient 

NE point. 

5.5 Concluding Remarks 

            In this chapter, we first view the energy efficiency problem in the perspective of game 

theory, which acts as a distributed method of optimization, compared to the centralized method of 
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optimization presented in Chapter 4. After building the game model, we analyze the best responses 

and Nash Equilibrium points of the game. It is shown that the game has multiple NE points and 

most of the NE points are inefficient from the view of the entire system. To solve this problem, we 

develop two methods, Correlated Equilibrium and Repeated Game, to encourage some level of 

cooperation for this non-cooperative game and show that they can achieve the same performance 

as the centralized method described in Chapter 4. A comparison of the methods in Chapter 4 and 

Chapter 5 is given in Table 5-1. 

Table 5-1. Overview of approaches for optimizing energy efficiency in WBANs. 

 
Chapter 4. Energy Efficiency 

Optimization in WBANs 

Chapter 5. Game Theoretical Approaches 

for Energy Efficiency in WBANs 

Architecture Centralized 
Distributed 

(Cooperative and Non-Cooperative) 

Assumptions 
The hub sends the optimized 

parameters to the nodes 

Non-cooperative game (with some level 

of cooperation) 

Approaches CLOEE and EECAP 
Correlated Equilibrium (CE) and 

Repeated Game (RG) 

Scalability No Yes 

Application 
Networks with a hub/centralized 

node 
Distributed networks such as ad hoc 

Benefit 
Efficient for the network with a 

powerful hub 

Enhance network scalability via 

distributed control 

Constraints Rate and access probability Rate and access probability 

Results 
Efficiently determines the optimal 

solution 

Achieves the same optimization results 

as Centralized approach 
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CHAPTER 6. CONCLUSION AND FUTURE DIRECTIONS6 

 

6.1 Main Contributions and Conclusions 

            This dissertation is about the research in Wireless Body Area Networks (WBANs). As a 

part of WBANs, the in vivo communications requires the characterization of the in vivo channel. 

Chapter 3 of this dissertation mainly deals with the characterization of the in vivo wireless channel. 

It is shown that the in vivo wireless channel has distinguished characteristics compared to the 

classic cellular and free space channel. The attenuation is higher and also varies with angles. In 

the characterization, we build the mathematical model with respect to frequency and distance, 

utilizing the human body model in HFSS. Our proposed model fits well with the measured data. 

For the angular dependence of the in vivo path loss, we show that the angular dependence is similar 

at different frequencies in terms of peak to average ratio. Some results in MIMO in vivo project 

are also presented in this chapter. 

            In the next chapter, we focus on the energy efficiency optimization in WBANs under the 

standard of IEEE 802.15.6 IR-UWB. Two algorithms, CLOEE and EECAP, were proposed to 

maximize the energy efficiency under a variety of constraints. CLOEE provides cross-layer 

optimization of the frame size (MAC) and modulation level (PHY). EECAP considers different 

channel states and gives the optimal channel access probability and frame size. Both algorithms 

are computationally efficient and can be extended to two-hop WBANs and 5G/IoT networks.

                                                           
6 This chapter was published in [36]. Permissions are included in Appendix A. 
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            We solve the same problem in Chapter 5 in the perspective of game theory. Energy 

efficiency game was built and it was demonstrated that cooperation is necessary to achieve social 

efficiency. Approach is extensible to 5G/IoT networks. Correlated Equilibrium and Repeated 

Game were investigated to enable cooperation. 

6.2 Future Directions 

• Delay requirements and Lyapunov Optimization: While we considered the joint power 

and data rate requirements for the link adaptation problem in this paper, one can also 

formulate another joint design objective such as optimizing the throughput and delay. 

The data for delay sensitive applications such as video and voice-over-IP can be 

prioritized over the delay-insensitive applications such as messaging. There has been 

research on formulating the energy efficiency and lifetime maximization problems 

subject to delay and energy constraints using a stochastic network optimization 

framework. Open research problems of incorporating rate and delay constraints with 

interfering links into the problem while maximizing the network energy efficiency still 

remain as an active research area. 

• Duty Cycling, Sleep Modes, and Energy Consumption Characterization in Sleep Modes: 

Depending on the devices architecture and application demands, the devices can enter 

the deep sleep modes or light sleep modes. On one hand, in the deep sleep mode, the 

device can turn off multiple components and achieve higher energy savings at the cost 

of a longer wake-up time. On the other hand, the light sleep mode offers less energy 

savings at the benefit of a shorter wake-up time. When the device has enough data to 

transmit, the device can wake up from its deep sleep and transmit its data, while it waits 

the acknowledgement messages entering the light sleep mode. A major challenge that 
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needs to be addressed to design intelligent MAC protocols with deep and light sleep 

modes is that the energy consumption of the components of a device need to be 

characterized precisely in the operation, light sleep, and deep sleep modes so that these 

values can be incorporated into the MAC protocols. Also, the interoperability between 

devices from different manufacturers with possibly different device energy 

consumption need to be taken into account. 

• Wake-up Radios: Another important research area for energy efficiency is the 

implementation of WuR-based MAC and routing protocols, and the WuR hardware 

circuitry design. The WuR radios are extremely useful in applications where events 

rarely occur but the environment need to be constantly monitored. Devices with WuR 

capabilities can be active for extended time periods since they can stay in sleep modes 

longer. However, despite the low power consumption of WuR circuits, their receiver 

sensitivity is low which limits their communication range. Therefore, extending the 

communication range of WuRs is a very critical. Also, the false positives in wake-up 

calls (WuCs) need to be reduced. A WuR employs MAC messages with a flexible 

address header with specific destinations. Hardware design solutions such as preamble 

detectors, that filter out the common interference sources and alleviate false wake-up 

interrupts, are needed to complement the WuR-based MAC and routing protocols.  
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